
Module 3: Social and Affective behaviors 

Learning goal: 

1) Why is it important to study natural behavior of 
animals to understand the brain? 

2) What are the constraints of innate behaviors? 

3) How are innate behaviors implemented, at 
behavioral, circuit and molecular/genetic levels? 



Mon 29 Oct 
Introduction to limbic system by John O’Keefe 

Tues 30 Oct 
Circadian Rhythm by Cristina Mazuski, Neuromodulation and 
oxytocin by Lennart Oettl 

Fri 2 Nov 
Innate social behaviors (incl. parental behavior) by Yoh Isogai 

Mon 4 Nov 
The amygdala by John O’Keefe 

Tues 6 Nov 
Defensive behavior by Tiago Branco 

Fri 9 Nov 
Human emotion by Quentin Huys 



Experimental section 

Instructors: 
Mathew Edwards, Loukia Katsouri, Cristina Mazuski, Lennart Oettl, 
Daniel Regester  

Goal: 
1) To develop skills to analyze rodent behaviors 
2) To acquire basic skills in molecular biology 

1:30 pm today – Introduction to module 3 experimental section







Ethology - study of animal behavior in natural conditions



Evolutionary constraints on behaviors

Survival behaviors: 

Reproductive behaviors 
Defensive behaviors 
Parental care 

Dedicated circuits



Sign stimuli

Physical features

(e.g., color) Chemosignals “pheromones”

(Tinbergen et al.)
Bombykol

(Butenandt et al.)



More examples of sign stimuli

(Anjum et al. PNAS 2006)

Tactile



Dynamic range of sign stimuli



Theories of social behaviors

- Innate drive: seemingly “analog”

- Organization of behaviors

- Effects by internal states, such as hormones

How do we explain:



Lorenz’s model on motivation and drive

Neuronal circuit 
implementation?



Beach’s model on interaction between 
sensory stimuli and internal states
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M U L T I S E N S O R Y  R E G U L A T I O N  
A C C O R D I N G  T O  B E A C H  

ODOR SIGHT TOUCH (SNOUT) 
= MULTISENSORY PATTERN 

\ I / 
N E O C O R T E X  

l 
AROUSAL: COPULATION 

EFFICIENCY: RETRIEVAL 

FIG. 1. This writer's schematic summary of Beach's view of the 
multisensory regulation in rats of masculine sexual behavior (i.e., copu- 
lation or intromission) (12) and of maternal behavior (i.e., re~eval of 
pups) (23). 

decorticated females (14). However, Beach's  postulated "'Central 
Excitatory Mechanism" (CEM), described in another 1942 paper 
(13), included both masculine and feminine sexual behaviors; the 
single CEM for sexual arousal is influenced by multisensory 
inputs, both distal and proximal (Fig. 2). Further, this theoretical 
paper makes explicit an important distinction not apparent in the 
empirical papers (12,23): 

"In stressing multisensory function there is no intent to deny the 
obvious fact that certain types of sensation are more important than 
others in the creation of sexual excitement" [(13), p. 185]. 

In Fig. 2, receptor 7 has a larger input than the others, meant to 
represent the fact that somatosensory inputs from the lumbosacral 

region "unquestionably contribute heavily to the elicitation of 
lordosis" [(13), p. 189]. 

EMPIRICAL FOUNDATION AND METHODOLOGICAL LIMITATIONS 

Groups and Procedural Details 

The study on masculine sexual behavior was methodologically 
superior to that on maternal retrieval in several ways: (a) in the sex 
behavior study, sexually naive and experienced males were 
compared, whereas in the maternal behavior study, only lactating 
dams with extensive retrieval experience were tested; (b) in the sex 
behavior study, the order and results of each sex test were 
reported, whereas in the maternal behavior study, there was no 
report on the number, order, or results of the various prior retrieval 
tests; (c) in the sex behavior study, the age of the males was 
reported, whereas in the maternal behavior study, the age, parity, 
and time postpartum of the females and the age of the pups were 
not. Thus, the study on males concerned the sensory regulation of 
both initial and continued copulatory responsiveness, whereas the 
study on females concerned the stimuli needed for the mainte- 
nance of pup retrieval once it was well established. The omissions 
in the maternal behavior paper are surprising since Beach had 
earlier demonstrated a test-order effect on copulation (12) (Table 
1, conclusions 2 and 3) and Wiesner and Sheard had demonstrated 
that lactating rats show a greater tendency to retrieve younger pups 
than older pups (152). 

hwentive Stimulus Variations 

Beach's  first strategy to assess sensory regulation was to vary 
the incentive stimulus for masculine sexual behavior (Table 1) and 
for retrieval of offspring (Table 2). This strategy was more 
successful for the study of retrieval than of copulation, in large 
part because an immobile pup is an adequate stimulus for retrieval, 
whereas the active behavior of a female rat in heat is critical to 
provoke mounting and copulation by sexually naive males, as 
these studies revealed. 
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FIG. 2. Beach's 1942 depiction of the relationships between multisensory inputs, the 
"Central Excitatory Mechanism," and the motor circuits responsible for mating behavior 
in male and female mammals. Reprinted from (13), by permission. 
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Tinbergen’s model on hierarchical 
organization of social behaviors

Sensory

stimuli

Internal states
Motivation



Organization of behaviors

or the “reproductive” hierarchy (Figure 1A)— on the basis of envi-
ronmental conditions (ambient temperature, time of year, and so
forth); the presence or absence of conspecifics of the same or op-
posite sex, predators, availability of nesting locations, and the like.
Having made, for example, the decision to enter the reproductive
hierarchy, the animal would then choose from among a repertoire
of innate reproductive behaviors, such as mating or nest-building.
Interestingly, Tinbergen assigned aggression to the reproductive
hierarchy as part of his ethologic taxonomy, although aggression is
also employed as a defensive behavior by many animals (22). Hav-
ing chosen to engage in aggressive activity, the animal would then
select between the expression of different specific aggressive ac-
tions, such as threat displays, chasing, or biting (Figure 1A).

In his famous 1951 monograph entitled “The Study of Instinct” (1),
Tinbergen proposed a bold hypothesis to explain the hierarchical
organization of behavior he observed in the wild. Essentially, he
argued that it reflects an underlying hierarchical organization of the
neural circuits that mediate these innate behaviors (Figure 1B).
Central to this hypothesis is the concept of “organizing centers,”
circuit nodes whose activation leads to the actuation of an innate
behavioral program. Tinbergen was strongly influenced in his con-
ception of such nodes by the work of Hess and others on brain
stimulation-evoked attack as well as the work of Paul Weiss on the
hierarchical organization of motor behavior (23). He suggested,
moreover, that network-level reciprocal inhibition between such

organizing centers could mediate the behavioral “decisions” ob-
served at the organismal level (Figure 1B, red circles). A hierarchical
organization of such nodes would, therefore, canalize the process
of behavioral decision-making into choices between progressively
more specific alternatives. Implicit in this idea is the assumption
that more closely related behaviors have a more closely related
anatomical organization, thereby facilitating such reciprocal inhibi-
tion. There is evidence supporting this concept from studies of
reciprocal inhibitory interactions between neighboring hypotha-
lamic centers mediating brain stimulation-evoked “quiet biting”
versus “defensive rage” types of aggressive behavior in the cat
(24,25). According to this principle, Tinbergen’s inclusion of aggres-
sion within the reproductive hierarchy predicts that its neural cir-
cuitry should be anatomically proximal to that mediating mating
behavior.

It should be pointed out that, although this conceptualization of
behavioral circuits as a series of feed-forward networks with recip-
rocal inhibition at different nodes is attractive, it is not the only type
of network organization that could mediate “behavioral decisions.”
For example, an extensive body of work has shown that hypotha-
lamic “nodes” involved in goal-directed behaviors (see following
text) are interconnected, both with each other and with other re-
gions of the brain, by positive and negative feedback “loops” in-
cluding those involved in neuroendocrine and prefrontal cortical
regulation (19,26 –32). Such feedback loops provide an alternative,
nonhierarchical neural substrate underlying “hierarchical” behav-
ioral decision-making.

The Medial Hypothalamus: Neural Instantiation of
Tinbergen’s Hypothesis?

Evidence from functional neuroanatomical studies of the hypo-
thalamus has been interpreted in the context of Tinbergen’s pro-
posal. In particular, work by Canteras, Swanson, and their col-
leagues has suggested a hodological organization for the “medial
hypothalamic behavioral control column,” in which different ana-
tomically distinct nuclei are arranged in pairs mediating reproduc-
tive or defensive behaviors, along the anterior-posterior axis of the
brain (Figure 2A and 2B) (33–35). According to this scheme, the
anterior hypothalamic nucleus (AHN), dorsomedial ventromedial
hypothalamus (VMH), and dorsal premammillary nucleus mediate
defensive behaviors (36) (Figure 2C), whereas the median preop-
tic nucleus (MPN), ventrolateral subdivision of the ventromedial
hypothalamic nucleus (VMHvl), tuberal nucleus, and ventral por-
tion of the premammillary nucleus mediate reproductive behav-
iors (Figure 2D). Thus, these two sub-circuits could, collectively,
be viewed as a neuroanatomical instantiation of Tinbergen’s
reproductive and defensive “hierarchies” (although there is, so
far, no evidence of anything intrinsically hierarchical about their
organization) (34,35,37).

How attack circuitry fits into this scheme and its relationship to
reproductive circuitry has not been clear. As mentioned earlier,
Tinbergen included aggression within his “reproductive” behav-
ioral hierarchy (1). But because aggression often has a defensive
component (22), it was initially assumed that this behavior would
map to “defensive” nuclei. Indeed, extensive studies in the hamster
as well as in other rodents (18) have implicated the AHN, the largest
“defensive” nucleus (Figure 2C), in aggression (10,38). A more re-
cent c-fos mapping study in rats, however, revealed labeling in
VMHvl, a structure traditionally assigned a reproductive role (39,40)
(Figure 2A and 2D), in intruder males (which can exhibit defensive
aggression) during the resident-intruder test (37). Similar although
weaker c-fos labeling was anecdotally reported in VMHvl in the

Figure 1. Tinbergen’s hypothesis for hierarchical organization of innate
behavior. (A) Ethological taxonomy illustrating hierarchical nature of behav-
ioral decisions. Double-headed blunt red arrows indicate inhibitory interac-
tions (adapted from Figure 89 in Tinbergen [1]). (B) Hierarchical organization
of brain circuit “nodes” postulated to control innate behaviors. Red circles
highlight mutually inhibitory interactions between nodes (adapted from
Figures 89 and 98 in Tinbergen [1]). Repro, reproduction.
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A modern spin

or the “reproductive” hierarchy (Figure 1A)— on the basis of envi-
ronmental conditions (ambient temperature, time of year, and so
forth); the presence or absence of conspecifics of the same or op-
posite sex, predators, availability of nesting locations, and the like.
Having made, for example, the decision to enter the reproductive
hierarchy, the animal would then choose from among a repertoire
of innate reproductive behaviors, such as mating or nest-building.
Interestingly, Tinbergen assigned aggression to the reproductive
hierarchy as part of his ethologic taxonomy, although aggression is
also employed as a defensive behavior by many animals (22). Hav-
ing chosen to engage in aggressive activity, the animal would then
select between the expression of different specific aggressive ac-
tions, such as threat displays, chasing, or biting (Figure 1A).

In his famous 1951 monograph entitled “The Study of Instinct” (1),
Tinbergen proposed a bold hypothesis to explain the hierarchical
organization of behavior he observed in the wild. Essentially, he
argued that it reflects an underlying hierarchical organization of the
neural circuits that mediate these innate behaviors (Figure 1B).
Central to this hypothesis is the concept of “organizing centers,”
circuit nodes whose activation leads to the actuation of an innate
behavioral program. Tinbergen was strongly influenced in his con-
ception of such nodes by the work of Hess and others on brain
stimulation-evoked attack as well as the work of Paul Weiss on the
hierarchical organization of motor behavior (23). He suggested,
moreover, that network-level reciprocal inhibition between such

organizing centers could mediate the behavioral “decisions” ob-
served at the organismal level (Figure 1B, red circles). A hierarchical
organization of such nodes would, therefore, canalize the process
of behavioral decision-making into choices between progressively
more specific alternatives. Implicit in this idea is the assumption
that more closely related behaviors have a more closely related
anatomical organization, thereby facilitating such reciprocal inhibi-
tion. There is evidence supporting this concept from studies of
reciprocal inhibitory interactions between neighboring hypotha-
lamic centers mediating brain stimulation-evoked “quiet biting”
versus “defensive rage” types of aggressive behavior in the cat
(24,25). According to this principle, Tinbergen’s inclusion of aggres-
sion within the reproductive hierarchy predicts that its neural cir-
cuitry should be anatomically proximal to that mediating mating
behavior.

It should be pointed out that, although this conceptualization of
behavioral circuits as a series of feed-forward networks with recip-
rocal inhibition at different nodes is attractive, it is not the only type
of network organization that could mediate “behavioral decisions.”
For example, an extensive body of work has shown that hypotha-
lamic “nodes” involved in goal-directed behaviors (see following
text) are interconnected, both with each other and with other re-
gions of the brain, by positive and negative feedback “loops” in-
cluding those involved in neuroendocrine and prefrontal cortical
regulation (19,26 –32). Such feedback loops provide an alternative,
nonhierarchical neural substrate underlying “hierarchical” behav-
ioral decision-making.

The Medial Hypothalamus: Neural Instantiation of
Tinbergen’s Hypothesis?

Evidence from functional neuroanatomical studies of the hypo-
thalamus has been interpreted in the context of Tinbergen’s pro-
posal. In particular, work by Canteras, Swanson, and their col-
leagues has suggested a hodological organization for the “medial
hypothalamic behavioral control column,” in which different ana-
tomically distinct nuclei are arranged in pairs mediating reproduc-
tive or defensive behaviors, along the anterior-posterior axis of the
brain (Figure 2A and 2B) (33–35). According to this scheme, the
anterior hypothalamic nucleus (AHN), dorsomedial ventromedial
hypothalamus (VMH), and dorsal premammillary nucleus mediate
defensive behaviors (36) (Figure 2C), whereas the median preop-
tic nucleus (MPN), ventrolateral subdivision of the ventromedial
hypothalamic nucleus (VMHvl), tuberal nucleus, and ventral por-
tion of the premammillary nucleus mediate reproductive behav-
iors (Figure 2D). Thus, these two sub-circuits could, collectively,
be viewed as a neuroanatomical instantiation of Tinbergen’s
reproductive and defensive “hierarchies” (although there is, so
far, no evidence of anything intrinsically hierarchical about their
organization) (34,35,37).

How attack circuitry fits into this scheme and its relationship to
reproductive circuitry has not been clear. As mentioned earlier,
Tinbergen included aggression within his “reproductive” behav-
ioral hierarchy (1). But because aggression often has a defensive
component (22), it was initially assumed that this behavior would
map to “defensive” nuclei. Indeed, extensive studies in the hamster
as well as in other rodents (18) have implicated the AHN, the largest
“defensive” nucleus (Figure 2C), in aggression (10,38). A more re-
cent c-fos mapping study in rats, however, revealed labeling in
VMHvl, a structure traditionally assigned a reproductive role (39,40)
(Figure 2A and 2D), in intruder males (which can exhibit defensive
aggression) during the resident-intruder test (37). Similar although
weaker c-fos labeling was anecdotally reported in VMHvl in the

Figure 1. Tinbergen’s hypothesis for hierarchical organization of innate
behavior. (A) Ethological taxonomy illustrating hierarchical nature of behav-
ioral decisions. Double-headed blunt red arrows indicate inhibitory interac-
tions (adapted from Figure 89 in Tinbergen [1]). (B) Hierarchical organization
of brain circuit “nodes” postulated to control innate behaviors. Red circles
highlight mutually inhibitory interactions between nodes (adapted from
Figures 89 and 98 in Tinbergen [1]). Repro, reproduction.
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The legacy of ethology

- Neuroethology: studies of highly specialized 
sensory/motor systems in animal kingdom:

- e.g., owl prey capture, stomatogastric 
ganglion in crabs, bat echolocation —fill in 
with your personal favorites—

- Sign stimuli: largely forgotten - being 
criticized as too simplistic?



Where do we go from here?

Tinbergen, The Study of Instinct,1967



How do we “understand” the behaviors of a 
complex system?
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Can a biologist fix a radio?—Or, what I
learned while studying apoptosis

As a freshly minted Assistant Professor, I feared that everything
in my field would be discovered before I even had a chance to
set up my laboratory. Indeed, the field of apoptosis, which I had
recently joined, was developing at a mind-boggling speed.
Components of the previously mysterious process were being
discovered almost weekly, frequent scientific meetings had little
overlap in their contents, and it seemed that every issue of Cell,
Nature, or Science had to have at least one paper on apoptosis.
My fear led me to seek advice from David Papermaster (cur-
rently at the University of Connecticut), who I knew to be a per-
son with pronounced common sense and extensive experience.
David listened to my outpouring of primal fear and explained
why I should not worry.

David said that every field he witnessed during his decades
in biological research developed quite similarly. At the first
stage, a small number of scientists would somewhat leisurely
discuss a problem that would appear esoteric to others, such as
whether cell cycle is controlled by an oscillator or whether cells
can commit suicide. At this stage the understanding of the prob-
lem increases slowly, and scientists are generally nice to each
other, a few personal antipathies notwithstanding. Then, an
unexpected observation, such as the discovery of cyclins or the
finding that apoptosis failure can contribute to cancer, makes
many realize that the previously mysterious process can be dis-
sected with available tools and, importantly, that this effort may
result in a miracle drug. At once, the field is converted into a
Klondike gold rush with all the characteristic dynamics, mentali-
ty, and morals. A major driving force becomes the desire to find
the nugget that will secure a place in textbooks, guarantee an
unrelenting envy of peers, and, at last, solve all financial prob-
lems. The assumed proximity of this imaginary nugget easily
attracts both financial and human resources, which results in a
rapid expansion of the field. The understanding of the biological
process increases accordingly and results in crystal clear mod-
els that often explain everything and point at targets for future
miracle drugs. People at this stage are not necessarily nice,
though, as anyone who has read about a gold rush can expect.
This description fit the then current state of the apoptosis field
rather well, which made me wonder why David was smiling so
reassuringly. He took his time to explain.

At some point, David said, the field reaches a stage at
which models, that seemed so complete, fall apart, predictions
that were considered so obvious are found to be wrong, and
attempts to develop wonder drugs largely fail. This stage is
characterized by a sense of frustration at the complexity of the
process, and by a sinking feeling that despite all that intense
digging the promised cure-all may not materialize. In other
words, the field hits the wall, even though the intensity of
research remains unabated for a while, resulting in thousands
of publications, many of which are contradictory or largely
descriptive.The flood of publications is explained, in part, by the
sheer amount of accumulated information (about 10,000 papers
on apoptosis were published yearly over the last few years),
which makes reviewers of the manuscripts as confused and
overwhelmed as their authors. This stage can be summarized
by the paradox that the more facts we learn the less we under-
stand the process we study.

It becomes slowly apparent that even if the anticipated gold
deposits exist, finding them is not guaranteed. At this stage, the
Chinese saying that it is difficult to find a black cat in a dark
room, especially if there is no cat, comes to mind too often. If
you want to continue meaningful research at this time of wide-
spread desperation, David said, learn how to make good tools
and how to keep your mind clear under adverse circumstances.
I am grateful to David for his advice, which gave me hope and,
eventually, helped me to enjoy my research even after my field
did reach the state he predicted.

At some point I began to realize that David’s paradox has a
meaning that is deeper than a survival advice. Indeed, it was
puzzling to me why this paradox manifested itself not only in
studies of fundamental processes, such as apoptosis or cell
cycle, but even in studies of individual proteins. For example,
the mystery of what the tumor suppressor p53 actually does
seems only to deepen as the number of publications about this
protein rises above 23,000.

The notion that your work will create more confusion is not
particularly stimulating, which made me look for guidance
again. Joe Gall at the Carnegie Institution, who started to pub-
lish before I was born, and is an author of an excellent series of
essays on the history of biology (Gall, 1996), relieved my mental
suffering by pointing out that a period of stagnation is eventual-
ly interrupted by a new development. As an example, he
referred to the studies of cell death that took place in the nine-
teenth century (Gall, 1996, chapter 29), faded into oblivion, and
reemerged a century later with about 60,000 studies on the
subject published during a single decade. Even though a
prospect of a possible surge in activity in my field was relieving,
I started to wonder whether anything could be done to expedite
this event, which brought me to think about the nature of David’s
paradox. The generality of the paradox suggested some com-
mon fundamental flaw of how biologists approach problems.

To understand what this flaw is, I decided to follow the
advice of my high school mathematics teacher, who recom-
mended testing an approach by applying it to a problem that has
a known solution. To abstract from peculiarities of biological
experimental systems, I looked for a problem that would involve
a reasonably complex but well understood system. Eventually, I
thought of the old broken transistor radio that my wife brought

Figure 1. The radio that has been used in this study
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from Russia (Figure 1). Conceptually, a radio functions similarly
to a signal transduction pathway in that both convert a signal
from one form into another (a radio converts electromagnetic
waves into sound waves). My radio has about a hundred various
components, such as resistors, capacitors, and transistors,
which is comparable to the number of molecules in a reason-
ably complex signal transduction pathway. I started to contem-
plate how biologists would determine why my radio does not
work and how they would attempt to repair it. Because a majori-
ty of biologists pay little attention to physics, I had to assume
that all we would know about the radio is that it is a box that is
supposed to play music.

How would we begin? First, we would secure funds to
obtain a large supply of identical functioning radios in order to
dissect and compare them to the one that is broken. We would
eventually find how to open the radios and will find objects of
various shape, color, and size (Figure 2). We would describe
and classify them into families according to their appearance.
We would describe a family of square metal objects, a family
of round brightly colored objects with two legs, round-shaped
objects with three legs and so on. Because the objects would
vary in color, we would investigate whether changing the col-
ors affects the radio’s performance. Although changing the
colors would have only attenuating effects (the music is still
playing but a trained ear of some can discern some distortion)
this approach will produce many publications and result in a
lively debate.

A more successful approach will be to remove components
one at a time or to use a variation of the method, in which a
radio is shot at a close range with metal particles. In the latter
case radios that malfunction (have a “phenotype”) are selected

to identify the component whose damage causes the pheno-
type. Although removing some components will have only an
attenuating effect, a lucky postdoc will accidentally find a wire
whose deficiency will stop the music completely.The jubilant fel-
low will name the wire Serendipitously Recovered Component
(Src) and then find that Src is required because it is the only link
between a long extendable object and the rest of the radio. The
object will be appropriately named the Most Important
Component (Mic) of the radio. A series of studies will definitive-
ly establish that Mic should be made of metal and the longer the
object is the better, which would provide an evolutionary expla-
nation for the finding that the object is extendable.

However, a persistent graduate student from another labo-
ratory will discover another object that is required for the radio to
work. To the delight of the discoverer, and the incredulity of the
flourishing Mic field, the object will be made of graphite and
changing its length will not affect the quality of the sound signif-
icantly. Moreover, the graduate student would convincingly
demonstrate that Mic is not required for the radio to work, and
will suitably name his object the Really Important Component
(Ric). The heated controversy, as to whether Mic or Ric is more
important, will be fueled by the accumulating evidence that
some radios require Mic while other, apparently identical ones,
need Ric.The fight will continue until a smart postdoctoral fellow
will discover a switch, whose state determines whether Mic or
Ric is required for playing music. Naturally, the switch will
become the Undoubtedly Most Important Component (U-Mic).
Inspired by these findings, an army of biologists will apply the
knockout approach to investigate the role of each and every
component. Another army will crush the radios into small pieces
to identify components that are on each of the pieces, thus pro-
viding evidence for interaction between these components. The
idea that one can investigate a component by cutting its con-
nections to other components one at a time or in a combination
(“alanine scan mutagenesis”) will produce a wealth of informa-
tion on the role of the connections.

Eventually, all components will be cataloged, connections
between them will be described, and the consequences of
removing each component or their combinations will be docu-
mented. This will be the time when the question, previously
obscured by the excitement of productive research, would have
to be asked: Can the information that we accumulated help us to
repair the radio? It will turn out that sometimes it can, such as if
a cylindrical object that is red in a working radio is black and
smells like burnt paint in the broken radio (Figure 2, inset, a
component indicated as a target). Replacing the burned object
with a red object will likely repair the radio.

The success of this approach explains the pharmaceutical
industry’s mantra: “Give me a target!” This mantra reflects the
belief in a miracle drug and assumes that there is a miracle tar-
get whose malfunction is solely responsible for the disease that
needs to be cured.

However, if the radio has tunable components, such as those
found in my old radio (indicated by yellow arrows in Figure 2,
inset) and in all live cells and organisms, the outcome will not be
so promising. Indeed, the radio may not work because several
components are not tuned properly, which is not reflected in their
appearance or their connections. What is the probability that this
radio will be fixed by our biologists? I might be overly pessimistic,
but a textbook example of the monkey that can, in principle, type
a Burns poem comes to mind. In other words, the radio will not
play music unless that lucky chance meets a prepared mind.

Figure 2. The insides of the radio

See text for description of the indicated components. The inset is an
enlarged portion of the radio. The horizontal arrows indicate tunable com-
ponents.

A simple(-listic) case

(Lazebnik, Cancer Cell 2002)

How would you try to understand how a radio works?
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Yet, we know with near certainty that an engineer, or even a
trained repairman could fix the radio. What makes the differ-
ence? I think it is the languages that these two groups use
(Figure 3). Biologists summarize their results with the help of all-
too-well recognizable diagrams, in which a favorite protein is
placed in the middle and connected to everything else with two-
way arrows. Even if a diagram makes overall sense (Figure 3A),
it is usually useless for a quantitative analysis, which limits its
predictive or investigative value to a very narrow range.The lan-
guage used by biologists for verbal communications is not bet-
ter and is not unlike that used by stock market analysts. Both
are vague (e.g., “a balance between pro- and antiapoptotic 
Bcl-2 proteins appears to control the cell viability, and seems to
correlate in the long term with the ability to form tumors”) and
avoid clear predictions.

These description and communication tools are in a glaring
contrast with the language that has been used by engineers
(compare Figures 3A and 3B). Because the language (Figure
3B) is standard (the elements and their connections are
described according to invariable rules), any engineer trained in
electronics would unambiguously understand a diagram
describing the radio or any other electronic device. As a conse-
quence, engineers can discuss the radio using terms that are
understood unambiguously by the parties involved. Moreover,
the commonality of the language allows engineers to identify
familiar patterns or modules (a trigger, an amplifier, etc.) in a
diagram of an unfamiliar device. Because the language is quan-
titative (a description of the radio includes the key parameters of
each component, such as the capacity of a capacitor, and not
necessarily its color, shape, or size), it is suitable for a quantita-
tive analysis, including modeling.

I would like to argue that the absence of such language is
the flaw of biological research that causes David’s paradox.
Indeed, even though the impotence of purely experimental
approaches might be a bit exaggerated in my radio metaphor, it

is common knowledge that the human brain can keep track of
only so many variables. It is also common experience that once
the number of components in a system reaches a certain
threshold, understanding the system without formal analytical
tools requires geniuses, who are so rare even outside biology. In
engineering, the scarcity of geniuses is compensated, at least
in part, by a formal language that successfully unites the efforts
of many individuals, thus achieving a desired effect, be that
design of a new aircraft or of a computer program. In biology, we
use several arguments to convince ourselves that problems that
require calculus can be solved with arithmetic if one tries hard
enough and does another series of experiments.

One of these arguments postulates that the cell is too com-
plex to use engineering approaches. I disagree with this argu-
ment for two reasons. First, the radio analogy suggests that an
approach that is inefficient in analyzing a simple system is
unlikely to be more useful if the system is more complex.
Second, the complexity is a term that is inversely related to the
degree of understanding. Indeed, the insides of even my simple
radio would overwhelm an average biologist (this notion has
been proven experimentally), but would be an open book to an
engineer.The engineers seem to be undeterred by the complex-
ity of the problems they face and solve them by systematically
applying formal approaches that take advantage of the ever-
expanding computer power. As a result, such complex systems
as an aircraft can be designed and tested completely in silico,
and computer-simulated characters in movies and video games
can be made so eerily life-like. Perhaps, if the effort spent on for-
malizing description of biological processes would be close to
that spent on designing video games, the cells would appear
less complex and more accessible to therapeutic intervention.

A related argument is that engineering approaches are not
applicable to cells because these little wonders are fundamen-
tally different from objects studied by engineers. What is so spe-
cial about cells is not usually specified, but it is implied that real
biologists feel the difference. I consider this argument as a sign
of what I call the urea syndrome because of the shock that the
scientific community had two hundred years ago after learning
that urea can be synthesized by a chemist from inorganic mate-
rials. It was assumed that organic chemicals could only be pro-
duced by a vital force present in living organisms. Perhaps,
when we describe signal transduction pathways properly, we
would realize that their similarity to the radio is not superficial. In
fact, engineers already see deep similarities between the sys-
tems they design and live organisms (Csete and Doyle, 2002).

Another argument is that we know too little to analyze cells
in the way engineers analyze their systems. But, the question is
whether we would be able to understand what we need to learn
if we do not use a formal description. The biochemists would
measure rates and concentrations to understand how biochem-
ical processes work. A discrepancy between the measured and
calculated values would indicate a missing link and lead to the
discovery of a new enzyme, and a better understanding of the
subject of investigation. Do we know what to measure to under-
stand a signal transduction pathway? Are we even convinced
that we need to measure something? As Sydney Brenner
noted, it seems that biochemistry disappeared in the same year
as communism (Brenner, 1995). I think that a formal description
would make the need to measure a system’s parameters obvi-
ous and would help to understand what these parameters are.

An argument that is usually raised privately is why to bother
with all these formal languages if one can make a living by con-
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Yet, we know with near certainty that an engineer, or even a
trained repairman could fix the radio. What makes the differ-
ence? I think it is the languages that these two groups use
(Figure 3). Biologists summarize their results with the help of all-
too-well recognizable diagrams, in which a favorite protein is
placed in the middle and connected to everything else with two-
way arrows. Even if a diagram makes overall sense (Figure 3A),
it is usually useless for a quantitative analysis, which limits its
predictive or investigative value to a very narrow range.The lan-
guage used by biologists for verbal communications is not bet-
ter and is not unlike that used by stock market analysts. Both
are vague (e.g., “a balance between pro- and antiapoptotic 
Bcl-2 proteins appears to control the cell viability, and seems to
correlate in the long term with the ability to form tumors”) and
avoid clear predictions.

These description and communication tools are in a glaring
contrast with the language that has been used by engineers
(compare Figures 3A and 3B). Because the language (Figure
3B) is standard (the elements and their connections are
described according to invariable rules), any engineer trained in
electronics would unambiguously understand a diagram
describing the radio or any other electronic device. As a conse-
quence, engineers can discuss the radio using terms that are
understood unambiguously by the parties involved. Moreover,
the commonality of the language allows engineers to identify
familiar patterns or modules (a trigger, an amplifier, etc.) in a
diagram of an unfamiliar device. Because the language is quan-
titative (a description of the radio includes the key parameters of
each component, such as the capacity of a capacitor, and not
necessarily its color, shape, or size), it is suitable for a quantita-
tive analysis, including modeling.

I would like to argue that the absence of such language is
the flaw of biological research that causes David’s paradox.
Indeed, even though the impotence of purely experimental
approaches might be a bit exaggerated in my radio metaphor, it

is common knowledge that the human brain can keep track of
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from Russia (Figure 1). Conceptually, a radio functions similarly
to a signal transduction pathway in that both convert a signal
from one form into another (a radio converts electromagnetic
waves into sound waves). My radio has about a hundred various
components, such as resistors, capacitors, and transistors,
which is comparable to the number of molecules in a reason-
ably complex signal transduction pathway. I started to contem-
plate how biologists would determine why my radio does not
work and how they would attempt to repair it. Because a majori-
ty of biologists pay little attention to physics, I had to assume
that all we would know about the radio is that it is a box that is
supposed to play music.

How would we begin? First, we would secure funds to
obtain a large supply of identical functioning radios in order to
dissect and compare them to the one that is broken. We would
eventually find how to open the radios and will find objects of
various shape, color, and size (Figure 2). We would describe
and classify them into families according to their appearance.
We would describe a family of square metal objects, a family
of round brightly colored objects with two legs, round-shaped
objects with three legs and so on. Because the objects would
vary in color, we would investigate whether changing the col-
ors affects the radio’s performance. Although changing the
colors would have only attenuating effects (the music is still
playing but a trained ear of some can discern some distortion)
this approach will produce many publications and result in a
lively debate.

A more successful approach will be to remove components
one at a time or to use a variation of the method, in which a
radio is shot at a close range with metal particles. In the latter
case radios that malfunction (have a “phenotype”) are selected

to identify the component whose damage causes the pheno-
type. Although removing some components will have only an
attenuating effect, a lucky postdoc will accidentally find a wire
whose deficiency will stop the music completely.The jubilant fel-
low will name the wire Serendipitously Recovered Component
(Src) and then find that Src is required because it is the only link
between a long extendable object and the rest of the radio. The
object will be appropriately named the Most Important
Component (Mic) of the radio. A series of studies will definitive-
ly establish that Mic should be made of metal and the longer the
object is the better, which would provide an evolutionary expla-
nation for the finding that the object is extendable.

However, a persistent graduate student from another labo-
ratory will discover another object that is required for the radio to
work. To the delight of the discoverer, and the incredulity of the
flourishing Mic field, the object will be made of graphite and
changing its length will not affect the quality of the sound signif-
icantly. Moreover, the graduate student would convincingly
demonstrate that Mic is not required for the radio to work, and
will suitably name his object the Really Important Component
(Ric). The heated controversy, as to whether Mic or Ric is more
important, will be fueled by the accumulating evidence that
some radios require Mic while other, apparently identical ones,
need Ric.The fight will continue until a smart postdoctoral fellow
will discover a switch, whose state determines whether Mic or
Ric is required for playing music. Naturally, the switch will
become the Undoubtedly Most Important Component (U-Mic).
Inspired by these findings, an army of biologists will apply the
knockout approach to investigate the role of each and every
component. Another army will crush the radios into small pieces
to identify components that are on each of the pieces, thus pro-
viding evidence for interaction between these components. The
idea that one can investigate a component by cutting its con-
nections to other components one at a time or in a combination
(“alanine scan mutagenesis”) will produce a wealth of informa-
tion on the role of the connections.

Eventually, all components will be cataloged, connections
between them will be described, and the consequences of
removing each component or their combinations will be docu-
mented. This will be the time when the question, previously
obscured by the excitement of productive research, would have
to be asked: Can the information that we accumulated help us to
repair the radio? It will turn out that sometimes it can, such as if
a cylindrical object that is red in a working radio is black and
smells like burnt paint in the broken radio (Figure 2, inset, a
component indicated as a target). Replacing the burned object
with a red object will likely repair the radio.

The success of this approach explains the pharmaceutical
industry’s mantra: “Give me a target!” This mantra reflects the
belief in a miracle drug and assumes that there is a miracle tar-
get whose malfunction is solely responsible for the disease that
needs to be cured.

However, if the radio has tunable components, such as those
found in my old radio (indicated by yellow arrows in Figure 2,
inset) and in all live cells and organisms, the outcome will not be
so promising. Indeed, the radio may not work because several
components are not tuned properly, which is not reflected in their
appearance or their connections. What is the probability that this
radio will be fixed by our biologists? I might be overly pessimistic,
but a textbook example of the monkey that can, in principle, type
a Burns poem comes to mind. In other words, the radio will not
play music unless that lucky chance meets a prepared mind.

Figure 2. The insides of the radio

See text for description of the indicated components. The inset is an
enlarged portion of the radio. The horizontal arrows indicate tunable com-
ponents.

Structure/Wiring 
diagram

Functional studies

Model

Analysis of a complex machinery requires 
several levels of inquiries



Genes and Social Behavior 

2 Nov 2018 

Yoh Isogai

vocal motor neurons, which may support volitional control of vocal
output. They also deafened males at approximately 135 days by
bilateral cochlear removal and compared the USVs of these males
with age matched sham-operated males. Until the deafening proced-
ure all male mice had developed their strain-specific USVs. After the
procedures, deaf mice produced significantly more noisy USVs than
their hearing littermates20.

Other studies failed to find evidence for effects of vocal learning.
One such study made use of the fact that different genetic strains of
mice differ in terms of their vocalizations. Male mice of two different
genetic strains cross-fostered on the respective other strain,
developed vocalizations typical for their genetic and not their foster
parents21. Moreover, otoferlin-knockout mice, in which vesicle exo-
cytosis in the inner hair cell is disrupted and which are profoundly
deaf22,23 produced calls that did not differ from hearing wild-type
littermates24, neither in terms of usage or structure. Similarly, adult
male mice deafened at postnatal day 2 produced courtship vocaliza-
tions that did not differ from those of normal hearing animals25. All
of the three studies strongly suggested that auditory feedback – a key
feature of vocal learning – does not play an essential role in the
development of strain-specific USVs.

To assess the importance of cortical structures for the develop-
ment and production of mouse ultrasonic vocalizations more
directly, we examined the vocal production of Emx1-CRE;Esco2fl/fl

mice, which are viable but lack the hippocampus and most of the
cortex. Given the substantial evidence that mouse vocalizations are
largely innate, the primary goal was to assess whether cortical pro-
jections have measurable effects on the usage and structure of mouse
USVs. First, we compared the USVs of Emx1-CRE;Esco2fl/fl pups and
control littermates during short term isolation at an age of 9 days.
Second, we assessed the usage and structure of adult male USVs given
in courtship encounters with females. If cortical structures have
modulatory effects on the development of the usage and structure
of vocalizations, Emx1-CRE;Esco2fl/fl subjects should differ in terms
of the usage and/or structure of calls, compared to their control
littermates.

Results
Emx1-CRE;Esco2fl/fl mice lack the hippocampus and most of the
cortex (Fig. 1A). Morphological and histological analysis of the brain
of Emx1-CRE;Esco2fl/fl mice showed that the piriform cortex was
present in mutants. In addition, there is a small ‘‘ridge’’ protruding
dorsally from the piriform cortex26. This ridge extends bilaterally and
begins caudally of the olfactory bulb and ends at the midbrain (Fig. 1
B, C; right panels). To investigate whether this could be a residual
neocortical structure, coronal sections were subjected to in situ
hybridization with two neocortical markers Satb2 and Foxp227. In
control brains, Satb2 is expressed throughout the agranular insular
cortex, while Foxp2 mRNA is restricted to layer VI (Fig. 1 B, C; left
panels). Subjecting coronal sections from mutant brains to in situ
hybridization (Fig. 1 B, C; right panels) showed that Foxp2 was not
expressed in the ridge. By contrast, a small number of neurons pos-
itive for Satb2 were observed. This suggests that the ridge-like struc-
ture dorsal of the piriform cortex seen in Emx1-CRE;Esco2fl/fl mice
contains neurons that have layer II-V characteristics. None of these
remaining cortical areas have been implied in auditory processing or
motor control. In mammals, the brain pathway controlling innate
vocalizations includes midbrain premotor structures and moto-
neuron pools in the medulla7. More specifically, limbic regions
including the amygdala and the anterior cingulate cortex innervate
the periaqueductal grey (PAG), which serves as a relay station. The
PAG activates medullary premotor programs that eventually gen-
erate different acoustic patterns7.

In the acoustic analysis, we first compared the USVs of 15 mutant
(Emx1-CRE;Esco2fl/fl) pups and 13 control littermates (Esco2fl/fl) dur-
ing isolation at an age of 9 d (Fig. 2). We found no significant dif-

ference in a suite of acoustic variables (Table 1) between mutant and
control pups given during short-term isolation in the number of calls
(Mann Whitney U-test: U 5 120, P 5 0.316, N1 5 15, N2 5 13,
Fig. 3), the total amount of calling (U 5 95, P 5 0.186, N1 5 13, N2 5
11), the inter-call-interval (ICI) (U 5 48, P 5 0.173, N1 5 13, N2 5
11) or the latency to start calling (U 5 94, P 5 0.872, N1 5 15, N2 5
13, Fig. 3). A two-step cluster analysis revealed a cluster solution with
4 clusters as the best model. Cluster 1 (27.3% of all calls) comprised
calls with a longer duration, the lowest start PF, the maximum PF in
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Figure 1 | Anatomical and molecular characterization of cortical and
hippocampal agenesis. (A) Nissl stained sections of control (Esco2fl/fl) and
mutant (Emx1-CRE;Esco2fl/fl) at equal sagittal levels demonstrate the
absence of cortical and hippocampal structures in Emx1-CRE;Esco2fl/fl

animals. Abbreviations: CBX, cerebellum; CTX, cortex; HPF,
hippocampus; MB, midbrain; OB, olfactory bulb; STR, striatum. (B) and
(C): Expression analysis of Foxb2 and Satb2 in Emx1-CRE;Esco2fl/fl and
Esco2fl/flmice. Sections are at Bregma levels 0.4 mm (B) and 20.7 (C). In
controls, Foxp2 transcripts are expressed in neocortical layer VI, while
Satb2 is expressed in all layers. In Emx1CREEsco2fl/fl brains the ridge-like
protrusion dorsal to the AIP/Pir boundary (marked by a horizontal
arrow), does not contain Foxp2-expressing cells but the pan-layer marker
Satb2 is expressed. This suggests that these Satb2-positive neurons
represent neurons with layer II to V characteristics. Abbreviations: AIP,
agranular insular cortex; Cl, claustrum; CPu, caudate putamen; DEn,
dorsal endopiriform nucleus;II-VI; cortical layers; Pir: piriform cortex.
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the last part of the call, and the highest positive frequency jumps.
Cluster 2 (33%) contained short calls with the frequency maximum
at the beginning of the call, and no frequency jumps. Cluster 3
(12.7%) contained the calls with the longest duration, a high max-
imum frequency at the beginning of the call and high negative fre-
quency jumps. Cluster 4 (26.9%) comprised the shortest calls and
only minor PF modulation without frequency jumps. The sub-
sequent comparison between Emx1-CRE;Esco2fl/fl and control mice
revealed no significant differences in any of the acoustic variables
(see Methods for specification, Fig. 3 and Table 2) or call type usage
(Fig. 4A).

Next, we compared the structure and usage of USVs in adult males
given during courtship encounters. We found no significant differ-
ence between 14 Emx1-CRE;Esco2fl/fl and 9 control males in the
number of calls (Mann Whitney U-test: U 5 56, P 5 0.688, N1 5
14, N2 5 9), the total amount of calling (U 5 31, P 5 0.779, N1 5 8,
N2 5 7), the ICI (U 5 24, P 5 0.694, N1 5 8, N2 5 7), or the latency

to start calling (U 5 68, P 5 0.781, N1 5 14, N2 5 9; Fig. 5). The two-
step cluster analysis revealed a 6-cluster solution as the best solution,
although the silhouette values differed only marginally between the
4-, 5-, and 6-cluster solution, indicating a relatively graded structure
of the repertoire. Cluster 1 (21.7%) and cluster 6 (9.9%) both con-
tained short calls. They differed with regard to the start and max-
imum PF: Cluster 1 had the maximum PF peak in the later part of the
call, whereas in cluster 6, it was closer to the start of the call. Cluster 2
(11.7%) and cluster 4 (36.4%) contained calls of medium duration
without major frequency jumps. Cluster 2 included calls with a high
difference between start PF and maximum PF, whereas cluster 4 calls
had low PF values. Cluster 3 (9.5%) was characterized by a relatively
long call duration and the highest frequency jumps. Cluster 5 (11.8%)
comprised the longest calls with medium frequency jumps (Table 3).

The comparison between Emx1-CRE;Esco2fl/fl and control male
USVs revealed no significant structural differences in any of the
clusters (Fig. 5, Tab. 3). The same applied to the entire set of calls,

Figure 2 | Examples of pup and male USVs. Despite substantial inter-individual differences we found no significant differences in the structure of the call
sequence between Emx1-CRE;Esco2fl/fl and control animals. (A): Emx1-CRE;Esco2fl/fl pup, (B): control pup, (C): Emx1-CRE;Esco2fl/fl male,
(D): control male.

Table 1 | Description of acoustic variables used in the analysis. Asterisks mark the acoustic variables used to estimate the vocal clusters

Acoustic feature Description

Duration [ms] * Time between onset and offset of call
Amplitude gap [ms] * Duration of breaks in amplitude within call
PF start [Hz] * Start frequency of peak frequency
PF mean [Hz] Mean frequency of peak frequency
PF max [Hz] * Maximum peak frequency
PF max loc * Location of PF max in relation to total call duration [(1/duration) * loc]
PF jump [Hz] * Maximum difference of peak frequency between successive bins
PF modulation [Hz] Mean frequency differences between original PF and floating average
Slope of trend * Factor of the linear trend of the peak frequency through the peak frequencies of consecutive 0.21 ms bins
PF sharpness [Hz] Width of PF peak at 25% amplitude below the maximum amplitude peak
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What are social cues?



Olfactory information drives social behaviors 

Vomeronasal organ 
(VNO): >300 receptors

Main olfactory 
epithelium (MOE): 
>1000 receptorsTRPC2CNGA

(Mandiyan et al. Nat. Neurosci 2005, Kobayakawa et 
al. Nature 2007)

Loss of mating, aggression, 
innate fear

Loss of sex discrimination, 
aggression, innate fear

(Stowers et al. Science 2002, Leypold et al. PNAS 
2002, Papes et al. Cell 2010)



(Stowers et al. 2002; Leypold et al. 2002)

The vomeronasal organ is critical for sex discrimination 

TrpC2 KO

WT

Wrong sensory 
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STUDIES OF MATERNAL RETRIEVING IN RATS. III. 
SENSORY CUES INVOLVED IN THE LACTATING 

FEMALE'S RESPONSE TO HER YOUNG 1) 

by 

FRANK A. BEACH and JULIAN JAYNES 
(Department of Psychology, Yale University) 

(With 3 Figs) 
(Rec. 16-XI-1955) 

1NTRODUCTION 

A central problem in the analysis of complex patterns of behavior is 
identification of the evoking stimuli. This is especially important in con- 
nection with those "species-specific" types of behavior which 'are usually 
termed "instinctive". As LASHLEY has expressed it: 

It is really imperative that we make a serious effort to define the adequate stimulus, 
not only in studies of instinct but equally in studies of reflexes and learning. Psycho- 
logical theories based upon the relations of stimulus and response remain sheer nonsense 
so long as the stimulus is defined only as whatever the experimenter puts in front of 
the animal. We have gone far enough in this work to be sure that the animal rarely 
reacts to what the experimenter regards as the stimulus. In any complex situation the 
true basis of reaction can be discovered only by systematic variation of all the parts 
and properties of the supposed stimulus (1938, P. 459). 

Ethological investigators have been much more aware of this problem 
than have experimental psychologists. Studies of food-begging by herring 
gull chicks (TINBERGEN and PERDECK, ig5o), mating and nest-fanning 
by male sticklebacks (TER PELKWIJK and TINBERGEN, 1937; VAN IERSEL, 
1953), and egg-retrieving by broody herring gulls (BAERENDS, 1955) have 
demonstrated the feasibility and value of identifying the external stimuli 
which evoke various kinds of consummatory behavior. 

A number of experiments have shown that various biologically important 
reactions of lower vertebrates are dependent upon relatively simple and 

1) The experiments reported here were carried out in the Department of Animal 
Behavior at the American Museum of Natural History. They were supported in part 
by a grant from the Committee for Research in Problems of Sex, National Research 
Council. 
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Four animals retrieved all six stimulus objects, but live and freshly killed 

pups were carried to the nest, whereas refrigerated young were deposited 
in a different corner of the compartment. This type of behavior had not 

appeared in earlier tests when these four females retrieved young treated 
with oil of lavender or covered with vasoline. The reaction to the frozen 

pups resembled responses seen in other tests when small pieces of meat 

Fig. 2. Per cent of normal, freshly-killed, and refrigerated pups retrieved at the end 
of successive time intervals. 

were offered as stimulus objects. Under such circumstances females fre- 
quently retrieved the young to the nest and carried food to a different 
comer. Most of the females appeared to treat the chilled young primarily 
as edible objects. Seventy-two per cent of these pups were eaten, 21 per cent 
were left where they had been placed by the experimenter, and only seven 
per cent were normally retrieved. 

To summarize the evidence up to this point, we conclude that female 

Social cues are multisensory
118 

individuals of each type were observed in the standardized retrieving test 
with six pups. The results are shown in Figure 3 where the scores of normal 
animals and those deprived of a single modality are included for purposes 
of comparison. 

The combination of peripheral blinding and destruction of the sensory 
nerves serving the anterior head region appeared to produce only slightly 

Fig. 3. Composite graph showing number of normal pups retrieved by females suffering 
various types of peripheral desensitization. 

more interference with retrieving than blinding alone. Both of the females 

operated in this fashion retrieved six pups within io minutes. 
The combination of,anosmia and cutaneous deprivation resulted in a more 

severe decrement than did the loss of either sensory system alone. One 
of the rats subjected to the double operation eventually retrieved all of her 
young, but the second individual collected only three of the six pups in the 
course of an hour's test. 
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As could have been anticipated, females rendered blind, anaptic and anos- 
mic were exceedingly inefficient retrievers. Their performance was very 
slow and never complete. 

Multiple e Choice e Retrieving. 
In an attempt to arrive at some estimate of the range and variety of 

stimulus objects which will evoke the retrieving response in lactating female 
rats several tests were conducted in which experienced retrievers were given 
the opportunity to collect a wide variety of objects, including most of those 

employed in the previously described experiments. The stimulus objects 
involved were the following: normal pups, freshly killed pups, live pups 
covered with vasoline, freshly killed pups with either the anterior or 
posterior half of the body coated with transparent collodion, freshly killed 
pups completely coated with collodion, dead pups preserved in 50 % alcohol, 
and pieces of raw meat cut to the approximate size of a newborn rat. 

Two of each of these retrievable objects were presented in most tests. This 
meant that a female had the opportunity to retrieve 14 separate items. Tests 
were conducted in the usual manner but were not continued for a full 
hour. Many females completely ignored some of the stimulus objects and 
retired to the nest to nurse the young without completing the task of 

gathering all the material. When retrieving was judged to have ceased, the 
test was terminated. These multiple choice retrieving tests were given to 
18 experienced mothers. In most cases each individual had two tests. 

TABLE I ' 

The results are summarized in Table I. The different types of stimulus 
objects can be arranged in hierarchical order according to their "retrieva- 
bility". Normal and freshly killed young were the most effective in eliciting 
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Control of aggression and mating by VMH neurons

behavior. However, it is also possible that the difference in localiza-
tion of attack neurons to VMHvl versus the HAA reflects a species
difference (mouse vs. rat) (12); optogenetic studies of brain-stimu-
lated aggression in the rat will be required to resolve this issue.

Was Tinbergen Right?

Our observations are consistent with several aspects of Tinber-
gen’s model for the organization of innate behavior. First, the local-
ization of attack neurons within VMHvl, a structure traditionally
associated with reproductive behavior (Figure 2D), supports Tin-
bergen’s assignment of aggression (or at least of offensive attack) to
his “reproductive” behavioral hierarchy (Figure 1A). Although
VMHvl has been associated with reproductive behavior (lordosis)
primarily in female rats (39,40), our observations confirm that even
in males this structure contains neurons that are specifically acti-
vated during mating encounters (46,47). The finding that neurons
involved in mating or fighting behavior, as well as some involved in
both, are present in VMHvl (Figure 6A) supports Tinbergen’s idea of
a close association between the neural substrates of these behav-
iors (Figure 6B). Of course, this does not mean that all areas involved
in male mating behavior also contain neurons involved in attack.
For example, in male rats the MPN is strongly implicated in mating
but has yet to be implicated in fighting (46,47,57).

Second, our finding that VMHvl neurons involved in attack are
inhibited during mating seems to fit, at least superficially, with
Tinbergen’s suggestion that inhibitory interactions between neu-
rons at a given hierarchical level might control behavioral decisions
(Figure 6E). Conceivably, neurons activated during mating in VMHvl
could directly inhibit those involved in attack (Figure 6B); alterna-
tively, this inhibition could arise elsewhere (Figure 6C). The signifi-
cance of neurons activated during both male–male and male–fe-
male encounters (Figure 6A, yellow dots) is not yet clear. Because

Figure 5. Optogenetic induction of attack behavior in mice. (A) Schematic
illustrating insertion of fiber optic cable through guide cannula and site of
blue light illumination in ventromedial hypothalamic nucleus, ventrolateral
part (VMHvl) (blue shading). (B) Location of virally infected cells in VMHvl
revealed by a co-injected recombinant adeno-associated virus encoding a
nuclear–!-galactosidase gene (LacZ). (C) Raster plot illustrating behavior of
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activation of VMHvl. Note abrupt switch from mounting behavior (green
ticks) to attack (red ticks) upon illumination with 477 nm light (blue ticks)
(reprinted with permission from [50]). (D) Video frame taken from a trial in
which optogenetically induced attack was directed toward a latex glove
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Figure 6. Attack neurons are localized to VMHvl and intermingled with
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Reference Atlas, http://www.mouse.brain-map.org/atlas/index.html [64]). (B)
The intermingling of neurons involved in mating and offensive aggression
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substantially more precise and sparse wiring diagram relevant
to parental control.

Another question to consider is whether MPOAGal neurons
constitute the only MPOA subpopulation involved in the
control of parenting. Using c-fos as a readout of neuronal
activation, Wu et al. showed that MPOAGal neurons constitute
about 40% of the MPOA neurons activated during parent-
ing [30]. Also, ablation of these neurons significantly impairs
all displays of parenting, including crouching, pup retrieving,
nest building, and overall maternal interactions [30]. How-
ever, under the experimental conditions used in this study,
optogenetic activation of MPOAGal neurons inhibits infant-
mediated aggression, but only elicits some parental behaviors
(e.g. pup grooming), at the expense of others, such as
crouching or nest building [30]. It is possible that different
neuronal stimulation regimens or experimental conditions
could lead to a wider range of parenting displays. Alterna-
tively, additional yet to be defined neuronal subsets might
contribute to the control of parenting.

Interestingly, the number of MPOAGal neurons is not
sexually dimorphic and their function in parenting appears to
be similar in both males and females [30]. In contrast, other
components of the circuit appear to be sex-specific: Scott et al.
recently found that tyrosine hydroxylase (TH)-expressing
neurons in the anteroventral periventricular nucleus (AVPe)
show a sexually dimorphic expression pattern and affect
parenting only in females [31]. It will therefore be essential to

investigate the interplay between sex-specific and shared
elements of the parenting circuit.

Thus, parenting engages cortical areas that process and
integrate sensory stimuli including olfactory, tactile, and
auditory pup signals. These areas in turn send information to
behavioral control centers in the midbrain, which then
orchestrate motor actions via their brainstem projections.

How do hormone changes affect the function of
maternal circuits?

The expression of maternal behavior is highly dependent on
the female’s physiological state, such that mothers are
significantly more maternal than virgin females, and stressed
females are less maternal. Accordingly, a large number of
hormones and neuromodulators have been shown to affect
the expression of parenting and the function of the underlying
neuronal populations. The neuromodulation of parenting has
been almost exclusively investigated in females, and is
considerably less well understood in males (see the Section
“The paternal brain is still poorly understood”). Importantly,
these effects have been studied in a wide range of species
(rats, mice, gerbils, hamsters, marmosets, etc.), which creates
great potential for comparative studies, but has complicated
the identification of common regulatory mechanisms. Funda-
mentally, the appearance of distinct parenting modes might
either result from divergent circuit architectures, or from the
function of largely identical core circuits that are modulated in
a species-specific manner.

In mothers, the peripartum period is associated with
striking fluctuations in steroid hormone levels (Fig. 3), which
profoundly affect the expression of maternal behavior. During
pregnancy, levels of progesterone and estrogen slowly rise. As
progesterone levels peak and then rapidly drop, uterine
contractions are triggered by pulsatile release of oxytocin
(OXT). Concomitant with parturition, prolactin (PRL) levels
rapidly increase to support milk production and OXT
stimulates milk ejection in response to the infant’s suckling
(Fig. 3). These hormonal changes may coordinate parturition
and lactation with the onset of parenting, thus preparing the
mother’s body and brain for maternal care. Indeed, early
studies found that steroid hormone treatment protocols
mimicking pregnancy can induce maternal behavior in
ovariectomized rats which normally avoid pups [32]. Further
work suggests that hormonal stimulation of the MPOA
activates onset of maternal behavior [33]. Even in virgin
femalemice, which are spontaneously maternal, the quality of
parental care increases further after mating. This is presum-
ably due to hormonal changes similar to those described in
rats. Prolactin and estrogen receptors, as well as many
neuropeptide hormones, are expressed in the MPOA and other
parts of the core parental circuit. However, neuropeptide
release can be paracrine, i.e. outside of synaptic contacts, and
thus affect neural processing at a considerable distance.
Therefore, the localization of neuropeptide receptors is more
relevant for understanding modulatory influences on circuit
function. Unfortunately, however, the expression profiles of
these receptors are still poorly characterized (see section

Figure 2. Circuit diagram for regulation of parental behavior. Parallel
pro-parental and pro-infanticidal circuits integrate sensory stimuli
and – depending on the animal’s internal state – instruct parental
behavior or infant-directed aggression. AOB, accessory olfactory
bulb; AVPe, anteroventral periventricular nucleus; BNST, bed nu-
cleus of the stria terminalis; lHb, lateral habenula; MeA, medial
amygdala; MOE, main olfactory epithelium; MPOA, medial preoptic
area; NAc, nucleus accumbens; PAG, periaqueductal grey; PVN,
paraventricular nucleus of the hypothalamus; RRF, retrorubral field;
VMH, ventromedial hypothalamus; VNO, vomeronasal organ; VTA,
ventral tegmental area.
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behavior. However, it is also possible that the difference in localiza-
tion of attack neurons to VMHvl versus the HAA reflects a species
difference (mouse vs. rat) (12); optogenetic studies of brain-stimu-
lated aggression in the rat will be required to resolve this issue.

Was Tinbergen Right?

Our observations are consistent with several aspects of Tinber-
gen’s model for the organization of innate behavior. First, the local-
ization of attack neurons within VMHvl, a structure traditionally
associated with reproductive behavior (Figure 2D), supports Tin-
bergen’s assignment of aggression (or at least of offensive attack) to
his “reproductive” behavioral hierarchy (Figure 1A). Although
VMHvl has been associated with reproductive behavior (lordosis)
primarily in female rats (39,40), our observations confirm that even
in males this structure contains neurons that are specifically acti-
vated during mating encounters (46,47). The finding that neurons
involved in mating or fighting behavior, as well as some involved in
both, are present in VMHvl (Figure 6A) supports Tinbergen’s idea of
a close association between the neural substrates of these behav-
iors (Figure 6B). Of course, this does not mean that all areas involved
in male mating behavior also contain neurons involved in attack.
For example, in male rats the MPN is strongly implicated in mating
but has yet to be implicated in fighting (46,47,57).

Second, our finding that VMHvl neurons involved in attack are
inhibited during mating seems to fit, at least superficially, with
Tinbergen’s suggestion that inhibitory interactions between neu-
rons at a given hierarchical level might control behavioral decisions
(Figure 6E). Conceivably, neurons activated during mating in VMHvl
could directly inhibit those involved in attack (Figure 6B); alterna-
tively, this inhibition could arise elsewhere (Figure 6C). The signifi-
cance of neurons activated during both male–male and male–fe-
male encounters (Figure 6A, yellow dots) is not yet clear. Because

Figure 5. Optogenetic induction of attack behavior in mice. (A) Schematic
illustrating insertion of fiber optic cable through guide cannula and site of
blue light illumination in ventromedial hypothalamic nucleus, ventrolateral
part (VMHvl) (blue shading). (B) Location of virally infected cells in VMHvl
revealed by a co-injected recombinant adeno-associated virus encoding a
nuclear–!-galactosidase gene (LacZ). (C) Raster plot illustrating behavior of
a male toward a conspecific female before, during, and after optogenetic
activation of VMHvl. Note abrupt switch from mounting behavior (green
ticks) to attack (red ticks) upon illumination with 477 nm light (blue ticks)
(reprinted with permission from [50]). (D) Video frame taken from a trial in
which optogenetically induced attack was directed toward a latex glove
(arrowhead). Arrow indicates fiber-optic cable.

Figure 6. Attack neurons are localized to VMHvl and intermingled with
neurons involved in mating. (A) Schematic illustrating intermingling of cells
involved in aggression (red dots), mating (blue dots), or both (yellow dots)
within VMHvl (dashed white line, arrowhead). The left-hand panel shows the
VMH as revealed by Nissl staining (dashed outline) (modified from the Allen
Reference Atlas, http://www.mouse.brain-map.org/atlas/index.html [64]). (B)
The intermingling of neurons involved in mating and offensive aggression
within VMHvl (A) might permit reciprocal inhibitory interactions between neu-
rons mediating these behaviors (red outline), as suggested by Tinbergen
(adapted from Figure 98 in Tinbergen [1]). (C, D) Inhibitory interactions be-
tween mating and fighting circuits might involve local inhibition (C) (purple
neurons are inhibitory) or might reflect opposite-sign inputs to VMHvl (D).
Circuit structure is hypothetical. ARH, arcuate nucleus; c, central; fx, fornix; V3,
third ventricle; other abbreviations as in Figures 2.
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Yet, we know with near certainty that an engineer, or even a
trained repairman could fix the radio. What makes the differ-
ence? I think it is the languages that these two groups use
(Figure 3). Biologists summarize their results with the help of all-
too-well recognizable diagrams, in which a favorite protein is
placed in the middle and connected to everything else with two-
way arrows. Even if a diagram makes overall sense (Figure 3A),
it is usually useless for a quantitative analysis, which limits its
predictive or investigative value to a very narrow range.The lan-
guage used by biologists for verbal communications is not bet-
ter and is not unlike that used by stock market analysts. Both
are vague (e.g., “a balance between pro- and antiapoptotic 
Bcl-2 proteins appears to control the cell viability, and seems to
correlate in the long term with the ability to form tumors”) and
avoid clear predictions.

These description and communication tools are in a glaring
contrast with the language that has been used by engineers
(compare Figures 3A and 3B). Because the language (Figure
3B) is standard (the elements and their connections are
described according to invariable rules), any engineer trained in
electronics would unambiguously understand a diagram
describing the radio or any other electronic device. As a conse-
quence, engineers can discuss the radio using terms that are
understood unambiguously by the parties involved. Moreover,
the commonality of the language allows engineers to identify
familiar patterns or modules (a trigger, an amplifier, etc.) in a
diagram of an unfamiliar device. Because the language is quan-
titative (a description of the radio includes the key parameters of
each component, such as the capacity of a capacitor, and not
necessarily its color, shape, or size), it is suitable for a quantita-
tive analysis, including modeling.

I would like to argue that the absence of such language is
the flaw of biological research that causes David’s paradox.
Indeed, even though the impotence of purely experimental
approaches might be a bit exaggerated in my radio metaphor, it

is common knowledge that the human brain can keep track of
only so many variables. It is also common experience that once
the number of components in a system reaches a certain
threshold, understanding the system without formal analytical
tools requires geniuses, who are so rare even outside biology. In
engineering, the scarcity of geniuses is compensated, at least
in part, by a formal language that successfully unites the efforts
of many individuals, thus achieving a desired effect, be that
design of a new aircraft or of a computer program. In biology, we
use several arguments to convince ourselves that problems that
require calculus can be solved with arithmetic if one tries hard
enough and does another series of experiments.

One of these arguments postulates that the cell is too com-
plex to use engineering approaches. I disagree with this argu-
ment for two reasons. First, the radio analogy suggests that an
approach that is inefficient in analyzing a simple system is
unlikely to be more useful if the system is more complex.
Second, the complexity is a term that is inversely related to the
degree of understanding. Indeed, the insides of even my simple
radio would overwhelm an average biologist (this notion has
been proven experimentally), but would be an open book to an
engineer.The engineers seem to be undeterred by the complex-
ity of the problems they face and solve them by systematically
applying formal approaches that take advantage of the ever-
expanding computer power. As a result, such complex systems
as an aircraft can be designed and tested completely in silico,
and computer-simulated characters in movies and video games
can be made so eerily life-like. Perhaps, if the effort spent on for-
malizing description of biological processes would be close to
that spent on designing video games, the cells would appear
less complex and more accessible to therapeutic intervention.

A related argument is that engineering approaches are not
applicable to cells because these little wonders are fundamen-
tally different from objects studied by engineers. What is so spe-
cial about cells is not usually specified, but it is implied that real
biologists feel the difference. I consider this argument as a sign
of what I call the urea syndrome because of the shock that the
scientific community had two hundred years ago after learning
that urea can be synthesized by a chemist from inorganic mate-
rials. It was assumed that organic chemicals could only be pro-
duced by a vital force present in living organisms. Perhaps,
when we describe signal transduction pathways properly, we
would realize that their similarity to the radio is not superficial. In
fact, engineers already see deep similarities between the sys-
tems they design and live organisms (Csete and Doyle, 2002).

Another argument is that we know too little to analyze cells
in the way engineers analyze their systems. But, the question is
whether we would be able to understand what we need to learn
if we do not use a formal description. The biochemists would
measure rates and concentrations to understand how biochem-
ical processes work. A discrepancy between the measured and
calculated values would indicate a missing link and lead to the
discovery of a new enzyme, and a better understanding of the
subject of investigation. Do we know what to measure to under-
stand a signal transduction pathway? Are we even convinced
that we need to measure something? As Sydney Brenner
noted, it seems that biochemistry disappeared in the same year
as communism (Brenner, 1995). I think that a formal description
would make the need to measure a system’s parameters obvi-
ous and would help to understand what these parameters are.

An argument that is usually raised privately is why to bother
with all these formal languages if one can make a living by con-

Figure 3. The tools used by biologists and engineers to describe processes

of interest

A: The biologistís view of a radio. See Figure 2 and text for description of the

indicated components. B: The engineerís view of a radio. (Please note that

the circuit diagram presented is not that of the radio used in the study. The

diagram of the radio was lost, which, in part, explains why the radio

remains broken.)
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from Russia (Figure 1). Conceptually, a radio functions similarly
to a signal transduction pathway in that both convert a signal
from one form into another (a radio converts electromagnetic
waves into sound waves). My radio has about a hundred various
components, such as resistors, capacitors, and transistors,
which is comparable to the number of molecules in a reason-
ably complex signal transduction pathway. I started to contem-
plate how biologists would determine why my radio does not
work and how they would attempt to repair it. Because a majori-
ty of biologists pay little attention to physics, I had to assume
that all we would know about the radio is that it is a box that is
supposed to play music.

How would we begin? First, we would secure funds to
obtain a large supply of identical functioning radios in order to
dissect and compare them to the one that is broken. We would
eventually find how to open the radios and will find objects of
various shape, color, and size (Figure 2). We would describe
and classify them into families according to their appearance.
We would describe a family of square metal objects, a family
of round brightly colored objects with two legs, round-shaped
objects with three legs and so on. Because the objects would
vary in color, we would investigate whether changing the col-
ors affects the radio’s performance. Although changing the
colors would have only attenuating effects (the music is still
playing but a trained ear of some can discern some distortion)
this approach will produce many publications and result in a
lively debate.

A more successful approach will be to remove components
one at a time or to use a variation of the method, in which a
radio is shot at a close range with metal particles. In the latter
case radios that malfunction (have a “phenotype”) are selected

to identify the component whose damage causes the pheno-
type. Although removing some components will have only an
attenuating effect, a lucky postdoc will accidentally find a wire
whose deficiency will stop the music completely.The jubilant fel-
low will name the wire Serendipitously Recovered Component
(Src) and then find that Src is required because it is the only link
between a long extendable object and the rest of the radio. The
object will be appropriately named the Most Important
Component (Mic) of the radio. A series of studies will definitive-
ly establish that Mic should be made of metal and the longer the
object is the better, which would provide an evolutionary expla-
nation for the finding that the object is extendable.

However, a persistent graduate student from another labo-
ratory will discover another object that is required for the radio to
work. To the delight of the discoverer, and the incredulity of the
flourishing Mic field, the object will be made of graphite and
changing its length will not affect the quality of the sound signif-
icantly. Moreover, the graduate student would convincingly
demonstrate that Mic is not required for the radio to work, and
will suitably name his object the Really Important Component
(Ric). The heated controversy, as to whether Mic or Ric is more
important, will be fueled by the accumulating evidence that
some radios require Mic while other, apparently identical ones,
need Ric.The fight will continue until a smart postdoctoral fellow
will discover a switch, whose state determines whether Mic or
Ric is required for playing music. Naturally, the switch will
become the Undoubtedly Most Important Component (U-Mic).
Inspired by these findings, an army of biologists will apply the
knockout approach to investigate the role of each and every
component. Another army will crush the radios into small pieces
to identify components that are on each of the pieces, thus pro-
viding evidence for interaction between these components. The
idea that one can investigate a component by cutting its con-
nections to other components one at a time or in a combination
(“alanine scan mutagenesis”) will produce a wealth of informa-
tion on the role of the connections.

Eventually, all components will be cataloged, connections
between them will be described, and the consequences of
removing each component or their combinations will be docu-
mented. This will be the time when the question, previously
obscured by the excitement of productive research, would have
to be asked: Can the information that we accumulated help us to
repair the radio? It will turn out that sometimes it can, such as if
a cylindrical object that is red in a working radio is black and
smells like burnt paint in the broken radio (Figure 2, inset, a
component indicated as a target). Replacing the burned object
with a red object will likely repair the radio.

The success of this approach explains the pharmaceutical
industry’s mantra: “Give me a target!” This mantra reflects the
belief in a miracle drug and assumes that there is a miracle tar-
get whose malfunction is solely responsible for the disease that
needs to be cured.

However, if the radio has tunable components, such as those
found in my old radio (indicated by yellow arrows in Figure 2,
inset) and in all live cells and organisms, the outcome will not be
so promising. Indeed, the radio may not work because several
components are not tuned properly, which is not reflected in their
appearance or their connections. What is the probability that this
radio will be fixed by our biologists? I might be overly pessimistic,
but a textbook example of the monkey that can, in principle, type
a Burns poem comes to mind. In other words, the radio will not
play music unless that lucky chance meets a prepared mind.

Figure 2. The insides of the radio

See text for description of the indicated components. The inset is an
enlarged portion of the radio. The horizontal arrows indicate tunable com-
ponents.



Existential crisis of molecular neuroscience?


Did bottom up approaches yield meaningful understanding of the brain?

Highly recommended reading:

- Sudhof, Neuron 2017
- Sanes and Lichtman, Nature Neurosci 1999



Molecular taxonomy: classification of cells in the brain

Why do we need a parts list?
How is a parts list used to help us 
understand the circuits underlying social 
behavior?

Is the hype justified?
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I was once told by one of the leaders in the field 
that the neurotransmitter that mediated  a synaptic 
connection was irrelevant, and the only thing that 
mattered was the sign of the synapse, excitatory or 
inhibitory. Although today’s anatomists must know 
that neuromodulatory neurons can release their co-
transmitters  at  a  distance  from their  targets,  the 
underlying  assumption  of  today’s  electron 
microscope  connectome  projects  is  that  the 
conventional  close-apposition  synapses  provide 
most,  if  not  all,  of  the  information  needed  to 
characterize the circuit, the same assumption that 
was  made  35  years  ago  by  the   small-circuit 
physiologists.

Let’s not forget that parts list is only the beginning!

(Marder, Neuron 2012)



Cell type classification by gene expression

Single cell RNA (scRNA)-seq

(Macosko et al. Cell 2015)

A

B C

D

Figure 2. Extraction and Processing of Single-Cell Transcriptomes by Drop-Seq
(A) Schematic of single-cell mRNA-seq library preparation with Drop-seq. A custom-designed microfluidic device joins two aqueous flows before their

compartmentalization into discrete droplets. One flow contains cells, and the other flow contains barcoded primer beads suspended in a lysis buffer. Immediately

following droplet formation, the cell is lysed and releases its mRNAs, which then hybridize to the primers on the microparticle surface. The droplets are broken by

adding a reagent to destabilize the oil-water interface (Experimental Procedures), and the microparticles collected and washed. The mRNAs are then reverse-

transcribed in bulk, forming STAMPs, and template switching is used to introduce a PCR handle downstream of the synthesized cDNA (Zhu et al., 2001).

(B) Microfluidic device used in Drop-seq. Beads (brown in image), suspended in a lysis agent, enter the device from the central channel; cells enter from the top

and bottom. Laminar flow prevents mixing of the two aqueous inputs prior to droplet formation (see alsoMovie S1). Schematics of the device design and how it is

operated can be found in Figure S2.

(C) Molecular elements of a Drop-seq sequencing library. The first read yields the cell barcode and UMI. The second, paired read interrogates sequence from the

cDNA (50 bp is typically sequenced); this sequence is then aligned to the genome to determine a transcript’s gene of origin.

(D) In silico reconstruction of thousands of single-cell transcriptomes. Millions of paired-end reads are generated from a Drop-seq library on a high-throughput

sequencer. The reads are first aligned to a reference genome to identify the gene-of-origin of the cDNA. Next, reads are organized by their cell barcodes,

and individual UMIs are counted for each gene in each cell (Supplemental Experimental Procedures). The result, shown at far right, is a ‘‘digital expressionmatrix’’

in which each column corresponds to a cell, each row corresponds to a gene, and each entry is the integer number of transcripts detected from that gene, in

that cell.

Cell 161, 1202–1214, May 21, 2015 ª2015 Elsevier Inc. 1205

Figure 5. Ab Initio Reconstruction of Retinal Cell Types from 44,808 Single-Cell Transcription Profiles Prepared by Drop-Seq
(A) Schematic representation of major cell classes in the retina. Photoreceptors (rods or cones) detect light and pass information to bipolar cells, which in turn

contact retinal ganglion cells that extend axons into other CNS tissues. Amacrine, bipolar and horizontal cells are retinal interneurons; Müller glia act as support

cells for surrounding neurons.

(B) Clustering of 44,808 Drop-seq single-cell expression profiles into 39 retinal cell populations. The plot shows a two-dimensional representation (tSNE) of global

gene expression relationships among 44,808 cells; clusters are colored by cell class, according to Figure 5A.

(C) Differentially expressed genes across 39 retinal cell populations. In this heat map, rows correspond to individual genes found to be selectively upregulated in

individual clusters (p < 0.01, Bonferroni corrected); columns are individual cells, ordered by cluster (1–39). Clusters with > 1,000 cells were downsampled to 1,000

cells to prevent them from dominating the plot.

(D) Gene expression similarity relationships among 39 inferred cell populations. Average expression across all detected genes was calculated for each of 39 cell

clusters, and the relative (Euclidean) distances between gene-expression patterns for the 39 clusters are represented by a dendrogram. The branches of the

dendrogram were annotated by examining the differential expression of known markers for retina cell classes and types. Twelve examples are shown at right,

using violin plots to represent the distribution of expression within the clusters. Violin plots for additional genes are in Figure S6A.

(legend continued on next page)
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Multiplexed RNA fluorescence in 
situ hybridization

(Chen et al. Science 2015)

we found that the copy numbers per cell of these
RNA species were lower in the 1001-gene mea-
surements (Fig. 5C and fig. S9D). The total count
of these RNAs per cell was ~1/3 of that observed
in the 140-gene measurements. Thus, the lack
of error correction in the MHD2 code reduced
the calling rate to ~30% of that of the MHD4
code, which is consistent with the decrease in
calling rate observed for the MHD4 code when
error correction was not applied. As expected
from the quantitative agreement between 140-gene
measurements and conventional smFISH results,
comparison of the 1001-gene measurements with
conventional smFISH results for 10 RNA species
also indicated a calling rate that is ~1/3 of that
observed for the MHD4 code (fig. S8C). Despite
the expected reduction in calling rate, the good
correlations found between the copy numbers
observed in the 1001-gene measurements and
those observed in the 140-gene measurements, as
well as in conventional smFISH and bulk RNA
sequencing measurements, indicates that the rel-
ative abundance of these RNAs can be quantified
with the MHD2 encoding scheme.
Simultaneously imaging ~1000 genes in indi-

vidual cells substantially expanded our ability to
detect coregulated genes. The matrix of pairwise
correlation coefficients determined from the cell-
to-cell variations in the expression levels of these
genes is shown in Fig. 6A. Using the same hier-
archical clustering analysis as described above,

we identified ~100 groups of genes with corre-
lated expression (table S4). Nearly all of these
~100 groups showed statistically significant en-
richment of functionally related GO terms (Fig.
6B and table S4). These included some of the
groups identified in the 140-genemeasurements,
such as the group associated with cell-replication
genes and the group associated with cell-motility
genes (Fig. 6, A and B, groups 7 and 102), as well
as many new groups. The groups identified here
included 46 RNA species lacking any previous
GO annotations, for which we can now hypoth-
esize function on the basis of their group asso-
ciation (table S4). For example, KIAA1462 is part
of the cell motility group, as also shown in the
140-gene experiments, suggesting a potential role
of this gene in cell motility (Fig. 6A, group 102).
Likewise, KIAA0355 is part of a new group en-
riched in genes associated with heart develop-
ment (Fig. 6A, group 79), and C17orf70 is part of a
group associatedwith ribosomal RNAprocessing
(Fig. 6A, group 22). Using these groupings, we
can also hypothesize cellular functions for 61
transcription factors and other partially annotated
proteins of unknown functions (table S4). For
example, the transcription factors Z3CH13 and
CHD8 are bothmembers of the cell-motility group,
suggesting their potential role in the transcrip-
tional regulation of cell-motility genes. Although
thesepredicted functionsbasedongene-association
analysis require further validation, our covaria-

tion data provide a resource for generating hy-
potheses on gene function and regulation.

Discussion

We have developed a highly multiplexed detec-
tion scheme for transcriptomic-scale RNA imag-
ing in single cells. Using combinatorial labeling,
sequential hybridization and imaging, and two
different error-robust encoding schemes,we simulta-
neously imaged either 140 or 1001 genes in hun-
dreds of individual human fibroblast cells. Of the
two encoding schemes presented here, theMHD4
code is capable of both error detection and error
correction and hence can provide a higher calling
rate and a lower misidentification rate than can
theMHD2 code, which instead can only detect but
cannot correct errors. MHD2, on the other hand,
provides a faster scaling of the degree of multi-
plexing with the number of bits than canMHD4.
Other error-robust encoding schemes can also be
used for such multiplexed imaging, and experi-
menters can set the balance between detection
accuracy and ease of multiplexing according to
the specific requirements of the experiments.
By increasing the number of bits in the code

words, it should be possible to further increase
the number of detectable RNA species by using
MERFISH with either MHD4 or MHD2 codes.
Because of their much slower increase in error
rates with the number of bits, we expect the error-
correcting encoding schemes, such as MHD4, to
bemore favorable for scalingup themeasurements.
For example, using the MHD4 code with 32 total
bits and four or six 1 bits would increase the num-
ber of addressable RNA species to 1240 or 27,776,
respectively; the latter is the approximate scale of
the human transcriptome. The predicted misiden-
tification and calling rates are still reasonable for
the 32-bit MHD4 code (shown in Fig. 1, C and D,
purple for the MHD4 code with four 1 bits, and
similar rates were calculated for the MHD4 code
with six 1 bits). If more accuratemeasurements are
desired, an additional increase in the number of
bits would allow the use of encoding schemes
with a Hamming distance greater than 4, further
enhancing the error detection and correction ca-
pability. Although an increase in the number of
bits by adding more hybridization rounds would
increase the data collection time and potentially
lead to sample degradation, these problems could
be mitigated by using multiple colors to readout
multiple bits in each round of hybridization.
As the degree of multiplexing is increased, it is

important to consider the potential increase in
the density of RNAs that need to be resolved in
each roundof imaging.On the basis of our imaging
and sequencing results, we estimate that including
the whole transcriptome of the IMR90 cells would
lead to a totalRNAdensity of ~200molecules/mm3.
Using our current imaging and analysis methods,
we could resolve 2 to 3 molecules/mm3 per hy-
bridization round (38), which would reach a
total RNA density of ~20 molecules/mm3 after
32 rounds of hybridization. This density should
allow all but the top 10%most expressed genes to
be imaged simultaneously or a subset of genes
with even higher expression levels to be included.
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Fig. 5. Simultaneous measurements of 1001 RNA species in single cells by using MERFISH with a
14-bit MHD2 code. (A) The localizations of all detected single molecules in a cell colored based on their
measured binary words. (Inset) The composite, false-colored fluorescent image of the 14 hybridization
rounds for the boxed subregion with numbered circles indicating potential RNA molecules. Red circles
indicate unidentifiable molecules, the binary words of which do not match any of the 14-bit MHD2 code
words. Images of individual hybridization round are shown in fig. S9A. (B) Scatter plot of the average copy
number per cell measured in the 1001-gene experiments versus the abundance measured via bulk
sequencing.The black symbols are for the 73% of genes detected with confidence ratios higher than the
maximum ratio observed for themisidentification controls.The Pearson correlation coefficient is 0.76 with
a P value of 3 x 10−133. The red symbols are for the remaining 27% of genes. The Pearson correlation
coefficient is 0.65with aP value of 3 x 10−33. (C) Scatter plot of the average copy number for the 107 genes
shared in both the 1001-genemeasurementwith theMHD2 code and the 140-genemeasurement with the
MHD4 code. The Pearson correlation coefficient is 0.89 with a P value of 9 × 10−30. The dashed line
corresponds to the y = x line.
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By assigning identity to each cluster based on previously reported 
and newly discovered differentially expressed genes (Extended 
Data Fig. 5), we identified 56 glutamatergic, 61 GABAergic and 16 

non-neuronal types (Fig. 1). These types correspond well to the 49 
types from our previous study20, with better resolution provided in the 
current dataset (Extended Data Fig. 6). Sub-sampling analysis shows 
that for most clusters, we sampled many more cells than needed to 
define them (Extended Data Fig. 7). The use of many transgenic lines 
enabled focused access to select rare types, and allowed us to define cell 
types labelled by each line (Extended Data Fig. 8).

A clear hierarchy of transcriptomic cell types and their relationships 
emerged (Fig. 1). Consistent with previous reports19,20, the biggest dif-
ferences are observed between non-neuronal (n = 1,383) and neuronal 
(n = 22,439) cells. We refer to major branches as classes (for exam-
ple, glutamatergic class), and related groups of types as subclasses (for 
example, L6b subclass) (Fig. 1c). We do not assign subclass or class to 
isolated branches (for example, CR–Lhx5 cells). We detect all previously 
defined non-neuronal classes in the cortex (Extended Data Fig. 9).

Most neurons fall into two major branches corresponding to glutama-
tergic and GABAergic classes (Fig. 1). There are two exceptions: CR–Lhx5 
and Meis2–Adamts19, two distant branches preceding the major gluta-
matergic and GABAergic split. On the basis of marker expression and cell 
source, Meis2–Adamts19 corresponds to the Meis2-expressing GABAergic 
neuronal type largely confined to white matter that originates from the 
embryonic pallial–subpallial boundary22. Among GABAergic types, this is 
the only type that reliably expresses the transcription factor Meis2 mRNA, 
and transcribes the smallest number of genes (median = 4,965, Extended 
Data Fig. 4b). CR–Lhx5 corresponds to Cajal–Retzius (CR) cells based 
on their location in L1 and expression of known Cajal–Retzius mark-
ers, such as Trp73, Lhx5 and Reln23,24 (Extended Data Fig. 5). Almost all 
GABAergic types contain cells from both ALM and VISp (Figs. 1c, 2a)  
with the exception of Sst–Tac1–Tacr3 and Pvalb–Reln–Itm2a types, which 
are VISp-specific. By contrast, the glutamatergic types are mostly segre-
gated by area (Figs. 1c, 2a), with the exception of five shared types: one L6 
CT type, three L6b types and the CR–Lhx5 type.

We performed differential gene expression tests between the best-
matched ALM- and VISp-specific types (mostly glutamatergic; Extended 
Data Fig. 10c) and between ALM- and VISp-portions of shared types 
(mostly GABAergic and non-neuronal) (Fig. 2b). We find that the 
best-matched glutamatergic types have a median of 78 differentially 
expressed genes and average eightfold difference in expression (Fig. 2b, 
Supplementary Table 3). We find more ALM-enriched genes (Fig. 2c, d). We 
confirm the area-specific expression of several genes by RNA in situ hybrid-
ization (ISH) from the Allen Brain Atlas25 (Extended Data Fig. 10d, e).  
By contrast, the GABAergic neurons from the two areas belonging to the 
same cluster have a median of 2 (and at most 19) differentially expressed 
genes, with an average 5.2-fold difference in expression (Fig. 2b, left).

Glutamatergic taxonomy by scRNA-seq and projections
Most cortical glutamatergic neurons project outside of their resi-
dent area, and genetic markers have been correlated with projection  
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Fig. 1 | Cell type taxonomy in ALM and VISp cortical areas.  
a, Transgenically or retrogradely labelled cells and unlabelled cells were 
collected by layer-enriching or all-layer microdissections from the 
ALM or VISp. b, After dissociation, single cells were isolated by FACS 
or manual picking, mRNA was reverse transcribed (RT), amplified 
(cDNA amp.), tagmented and sequenced (next-generation sequencing, 
NGS). c, Clustering revealed 61 GABAergic, 56 glutamatergic, and 16 
non-neuronal types organized in a taxonomy on the basis of median 
cluster expression for 4,020 differentially expressed genes, n = 23,822 
cells and branch confidence scores > 0.4 (Extended Data Figs. 1–3). Cell 
classes and subclasses are labelled at branch points of the dendrogram. 
Bar plots represent fractions of cells dissected from the ALM and 
VISp, and from different layer-enriching dissections. Astro, astrocyte; 
CR, Cajal–Retzius cell; endo, endothelial cell; oligo, oligodendrocyte; 
OPC, oligodendrocyte precursor cell; peri, pericyte; PVM, perivascular 
macrophage; SMC, smooth muscle cell; VLMC, vascular lepotomeningeal 
cell; IT, intratelencephalic; PT, pyramidal tract; NP, near-projecting; CT, 
corticothalamic. Brain diagrams were derived from the Allen Mouse Brain 
Reference Atlas (version 2 (2011); downloaded from https://brain-map.
org/api/index.html).
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By assigning identity to each cluster based on previously reported 
and newly discovered differentially expressed genes (Extended 
Data Fig. 5), we identified 56 glutamatergic, 61 GABAergic and 16 

non-neuronal types (Fig. 1). These types correspond well to the 49 
types from our previous study20, with better resolution provided in the 
current dataset (Extended Data Fig. 6). Sub-sampling analysis shows 
that for most clusters, we sampled many more cells than needed to 
define them (Extended Data Fig. 7). The use of many transgenic lines 
enabled focused access to select rare types, and allowed us to define cell 
types labelled by each line (Extended Data Fig. 8).

A clear hierarchy of transcriptomic cell types and their relationships 
emerged (Fig. 1). Consistent with previous reports19,20, the biggest dif-
ferences are observed between non-neuronal (n = 1,383) and neuronal 
(n = 22,439) cells. We refer to major branches as classes (for exam-
ple, glutamatergic class), and related groups of types as subclasses (for 
example, L6b subclass) (Fig. 1c). We do not assign subclass or class to 
isolated branches (for example, CR–Lhx5 cells). We detect all previously 
defined non-neuronal classes in the cortex (Extended Data Fig. 9).

Most neurons fall into two major branches corresponding to glutama-
tergic and GABAergic classes (Fig. 1). There are two exceptions: CR–Lhx5 
and Meis2–Adamts19, two distant branches preceding the major gluta-
matergic and GABAergic split. On the basis of marker expression and cell 
source, Meis2–Adamts19 corresponds to the Meis2-expressing GABAergic 
neuronal type largely confined to white matter that originates from the 
embryonic pallial–subpallial boundary22. Among GABAergic types, this is 
the only type that reliably expresses the transcription factor Meis2 mRNA, 
and transcribes the smallest number of genes (median = 4,965, Extended 
Data Fig. 4b). CR–Lhx5 corresponds to Cajal–Retzius (CR) cells based 
on their location in L1 and expression of known Cajal–Retzius mark-
ers, such as Trp73, Lhx5 and Reln23,24 (Extended Data Fig. 5). Almost all 
GABAergic types contain cells from both ALM and VISp (Figs. 1c, 2a)  
with the exception of Sst–Tac1–Tacr3 and Pvalb–Reln–Itm2a types, which 
are VISp-specific. By contrast, the glutamatergic types are mostly segre-
gated by area (Figs. 1c, 2a), with the exception of five shared types: one L6 
CT type, three L6b types and the CR–Lhx5 type.

We performed differential gene expression tests between the best-
matched ALM- and VISp-specific types (mostly glutamatergic; Extended 
Data Fig. 10c) and between ALM- and VISp-portions of shared types 
(mostly GABAergic and non-neuronal) (Fig. 2b). We find that the 
best-matched glutamatergic types have a median of 78 differentially 
expressed genes and average eightfold difference in expression (Fig. 2b, 
Supplementary Table 3). We find more ALM-enriched genes (Fig. 2c, d). We 
confirm the area-specific expression of several genes by RNA in situ hybrid-
ization (ISH) from the Allen Brain Atlas25 (Extended Data Fig. 10d, e).  
By contrast, the GABAergic neurons from the two areas belonging to the 
same cluster have a median of 2 (and at most 19) differentially expressed 
genes, with an average 5.2-fold difference in expression (Fig. 2b, left).

Glutamatergic taxonomy by scRNA-seq and projections
Most cortical glutamatergic neurons project outside of their resi-
dent area, and genetic markers have been correlated with projection  
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Fig. 1 | Cell type taxonomy in ALM and VISp cortical areas.  
a, Transgenically or retrogradely labelled cells and unlabelled cells were 
collected by layer-enriching or all-layer microdissections from the 
ALM or VISp. b, After dissociation, single cells were isolated by FACS 
or manual picking, mRNA was reverse transcribed (RT), amplified 
(cDNA amp.), tagmented and sequenced (next-generation sequencing, 
NGS). c, Clustering revealed 61 GABAergic, 56 glutamatergic, and 16 
non-neuronal types organized in a taxonomy on the basis of median 
cluster expression for 4,020 differentially expressed genes, n = 23,822 
cells and branch confidence scores > 0.4 (Extended Data Figs. 1–3). Cell 
classes and subclasses are labelled at branch points of the dendrogram. 
Bar plots represent fractions of cells dissected from the ALM and 
VISp, and from different layer-enriching dissections. Astro, astrocyte; 
CR, Cajal–Retzius cell; endo, endothelial cell; oligo, oligodendrocyte; 
OPC, oligodendrocyte precursor cell; peri, pericyte; PVM, perivascular 
macrophage; SMC, smooth muscle cell; VLMC, vascular lepotomeningeal 
cell; IT, intratelencephalic; PT, pyramidal tract; NP, near-projecting; CT, 
corticothalamic. Brain diagrams were derived from the Allen Mouse Brain 
Reference Atlas (version 2 (2011); downloaded from https://brain-map.
org/api/index.html).
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By assigning identity to each cluster based on previously reported 
and newly discovered differentially expressed genes (Extended 
Data Fig. 5), we identified 56 glutamatergic, 61 GABAergic and 16 

non-neuronal types (Fig. 1). These types correspond well to the 49 
types from our previous study20, with better resolution provided in the 
current dataset (Extended Data Fig. 6). Sub-sampling analysis shows 
that for most clusters, we sampled many more cells than needed to 
define them (Extended Data Fig. 7). The use of many transgenic lines 
enabled focused access to select rare types, and allowed us to define cell 
types labelled by each line (Extended Data Fig. 8).

A clear hierarchy of transcriptomic cell types and their relationships 
emerged (Fig. 1). Consistent with previous reports19,20, the biggest dif-
ferences are observed between non-neuronal (n = 1,383) and neuronal 
(n = 22,439) cells. We refer to major branches as classes (for exam-
ple, glutamatergic class), and related groups of types as subclasses (for 
example, L6b subclass) (Fig. 1c). We do not assign subclass or class to 
isolated branches (for example, CR–Lhx5 cells). We detect all previously 
defined non-neuronal classes in the cortex (Extended Data Fig. 9).

Most neurons fall into two major branches corresponding to glutama-
tergic and GABAergic classes (Fig. 1). There are two exceptions: CR–Lhx5 
and Meis2–Adamts19, two distant branches preceding the major gluta-
matergic and GABAergic split. On the basis of marker expression and cell 
source, Meis2–Adamts19 corresponds to the Meis2-expressing GABAergic 
neuronal type largely confined to white matter that originates from the 
embryonic pallial–subpallial boundary22. Among GABAergic types, this is 
the only type that reliably expresses the transcription factor Meis2 mRNA, 
and transcribes the smallest number of genes (median = 4,965, Extended 
Data Fig. 4b). CR–Lhx5 corresponds to Cajal–Retzius (CR) cells based 
on their location in L1 and expression of known Cajal–Retzius mark-
ers, such as Trp73, Lhx5 and Reln23,24 (Extended Data Fig. 5). Almost all 
GABAergic types contain cells from both ALM and VISp (Figs. 1c, 2a)  
with the exception of Sst–Tac1–Tacr3 and Pvalb–Reln–Itm2a types, which 
are VISp-specific. By contrast, the glutamatergic types are mostly segre-
gated by area (Figs. 1c, 2a), with the exception of five shared types: one L6 
CT type, three L6b types and the CR–Lhx5 type.

We performed differential gene expression tests between the best-
matched ALM- and VISp-specific types (mostly glutamatergic; Extended 
Data Fig. 10c) and between ALM- and VISp-portions of shared types 
(mostly GABAergic and non-neuronal) (Fig. 2b). We find that the 
best-matched glutamatergic types have a median of 78 differentially 
expressed genes and average eightfold difference in expression (Fig. 2b, 
Supplementary Table 3). We find more ALM-enriched genes (Fig. 2c, d). We 
confirm the area-specific expression of several genes by RNA in situ hybrid-
ization (ISH) from the Allen Brain Atlas25 (Extended Data Fig. 10d, e).  
By contrast, the GABAergic neurons from the two areas belonging to the 
same cluster have a median of 2 (and at most 19) differentially expressed 
genes, with an average 5.2-fold difference in expression (Fig. 2b, left).

Glutamatergic taxonomy by scRNA-seq and projections
Most cortical glutamatergic neurons project outside of their resi-
dent area, and genetic markers have been correlated with projection  
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Fig. 1 | Cell type taxonomy in ALM and VISp cortical areas.  
a, Transgenically or retrogradely labelled cells and unlabelled cells were 
collected by layer-enriching or all-layer microdissections from the 
ALM or VISp. b, After dissociation, single cells were isolated by FACS 
or manual picking, mRNA was reverse transcribed (RT), amplified 
(cDNA amp.), tagmented and sequenced (next-generation sequencing, 
NGS). c, Clustering revealed 61 GABAergic, 56 glutamatergic, and 16 
non-neuronal types organized in a taxonomy on the basis of median 
cluster expression for 4,020 differentially expressed genes, n = 23,822 
cells and branch confidence scores > 0.4 (Extended Data Figs. 1–3). Cell 
classes and subclasses are labelled at branch points of the dendrogram. 
Bar plots represent fractions of cells dissected from the ALM and 
VISp, and from different layer-enriching dissections. Astro, astrocyte; 
CR, Cajal–Retzius cell; endo, endothelial cell; oligo, oligodendrocyte; 
OPC, oligodendrocyte precursor cell; peri, pericyte; PVM, perivascular 
macrophage; SMC, smooth muscle cell; VLMC, vascular lepotomeningeal 
cell; IT, intratelencephalic; PT, pyramidal tract; NP, near-projecting; CT, 
corticothalamic. Brain diagrams were derived from the Allen Mouse Brain 
Reference Atlas (version 2 (2011); downloaded from https://brain-map.
org/api/index.html).
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By assigning identity to each cluster based on previously reported 
and newly discovered differentially expressed genes (Extended 
Data Fig. 5), we identified 56 glutamatergic, 61 GABAergic and 16 

non-neuronal types (Fig. 1). These types correspond well to the 49 
types from our previous study20, with better resolution provided in the 
current dataset (Extended Data Fig. 6). Sub-sampling analysis shows 
that for most clusters, we sampled many more cells than needed to 
define them (Extended Data Fig. 7). The use of many transgenic lines 
enabled focused access to select rare types, and allowed us to define cell 
types labelled by each line (Extended Data Fig. 8).

A clear hierarchy of transcriptomic cell types and their relationships 
emerged (Fig. 1). Consistent with previous reports19,20, the biggest dif-
ferences are observed between non-neuronal (n = 1,383) and neuronal 
(n = 22,439) cells. We refer to major branches as classes (for exam-
ple, glutamatergic class), and related groups of types as subclasses (for 
example, L6b subclass) (Fig. 1c). We do not assign subclass or class to 
isolated branches (for example, CR–Lhx5 cells). We detect all previously 
defined non-neuronal classes in the cortex (Extended Data Fig. 9).

Most neurons fall into two major branches corresponding to glutama-
tergic and GABAergic classes (Fig. 1). There are two exceptions: CR–Lhx5 
and Meis2–Adamts19, two distant branches preceding the major gluta-
matergic and GABAergic split. On the basis of marker expression and cell 
source, Meis2–Adamts19 corresponds to the Meis2-expressing GABAergic 
neuronal type largely confined to white matter that originates from the 
embryonic pallial–subpallial boundary22. Among GABAergic types, this is 
the only type that reliably expresses the transcription factor Meis2 mRNA, 
and transcribes the smallest number of genes (median = 4,965, Extended 
Data Fig. 4b). CR–Lhx5 corresponds to Cajal–Retzius (CR) cells based 
on their location in L1 and expression of known Cajal–Retzius mark-
ers, such as Trp73, Lhx5 and Reln23,24 (Extended Data Fig. 5). Almost all 
GABAergic types contain cells from both ALM and VISp (Figs. 1c, 2a)  
with the exception of Sst–Tac1–Tacr3 and Pvalb–Reln–Itm2a types, which 
are VISp-specific. By contrast, the glutamatergic types are mostly segre-
gated by area (Figs. 1c, 2a), with the exception of five shared types: one L6 
CT type, three L6b types and the CR–Lhx5 type.

We performed differential gene expression tests between the best-
matched ALM- and VISp-specific types (mostly glutamatergic; Extended 
Data Fig. 10c) and between ALM- and VISp-portions of shared types 
(mostly GABAergic and non-neuronal) (Fig. 2b). We find that the 
best-matched glutamatergic types have a median of 78 differentially 
expressed genes and average eightfold difference in expression (Fig. 2b, 
Supplementary Table 3). We find more ALM-enriched genes (Fig. 2c, d). We 
confirm the area-specific expression of several genes by RNA in situ hybrid-
ization (ISH) from the Allen Brain Atlas25 (Extended Data Fig. 10d, e).  
By contrast, the GABAergic neurons from the two areas belonging to the 
same cluster have a median of 2 (and at most 19) differentially expressed 
genes, with an average 5.2-fold difference in expression (Fig. 2b, left).

Glutamatergic taxonomy by scRNA-seq and projections
Most cortical glutamatergic neurons project outside of their resi-
dent area, and genetic markers have been correlated with projection  
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Fig. 1 | Cell type taxonomy in ALM and VISp cortical areas.  
a, Transgenically or retrogradely labelled cells and unlabelled cells were 
collected by layer-enriching or all-layer microdissections from the 
ALM or VISp. b, After dissociation, single cells were isolated by FACS 
or manual picking, mRNA was reverse transcribed (RT), amplified 
(cDNA amp.), tagmented and sequenced (next-generation sequencing, 
NGS). c, Clustering revealed 61 GABAergic, 56 glutamatergic, and 16 
non-neuronal types organized in a taxonomy on the basis of median 
cluster expression for 4,020 differentially expressed genes, n = 23,822 
cells and branch confidence scores > 0.4 (Extended Data Figs. 1–3). Cell 
classes and subclasses are labelled at branch points of the dendrogram. 
Bar plots represent fractions of cells dissected from the ALM and 
VISp, and from different layer-enriching dissections. Astro, astrocyte; 
CR, Cajal–Retzius cell; endo, endothelial cell; oligo, oligodendrocyte; 
OPC, oligodendrocyte precursor cell; peri, pericyte; PVM, perivascular 
macrophage; SMC, smooth muscle cell; VLMC, vascular lepotomeningeal 
cell; IT, intratelencephalic; PT, pyramidal tract; NP, near-projecting; CT, 
corticothalamic. Brain diagrams were derived from the Allen Mouse Brain 
Reference Atlas (version 2 (2011); downloaded from https://brain-map.
org/api/index.html).
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56 Glutamatergic and 61 GABAergic neuron types in visual cortex



scRNA-seq vs multiplexed RNA FISH
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What’s the difference between male and 
female brains?

Restricted Control of Sexual Dimorphisms in Gene
Expression by Ovarian Hormones
Castration rapidly eliminates estrous cycling and female sexual
behavior (Allen and Doisy, 1923; Wiesner and Mirskaia, 1930;
Ring, 1944), and we compared gene expression between adult
castrate females and controls. In contrast to the wholesale
changes in gene expression in male castrates, we observed
highly circumscribed changes in castrate females. Castration
reduced expression of Cckar and Greb1 without affecting other
genes (Figure 3 and Figure 4C). Our list of genes may underre-
present estrous cycle-regulated transcripts since we prepared
hypothalamic mRNA from several males or females. Regardless,
sex hormones control dimorphic expression of most genes we
have identified in adult males but not females.

Individual Genes Control Discrete Components
of Male-Typical Behaviors
ERa is dimorphically expressed (Figure 4A, Figure S1, and
Figure S2A) and controls dimorphic behaviors. We sought to
determine whether other genes in our list also regulate such
behaviors. Male and female mice null for Brs3, Cckar, Irs4, and
Sytl4 are fertile but their behavior in standard tests of dimorphic
displays is unknown (Ladenheim et al., 2008; Fantin et al., 2000;
Gomi et al., 2005; Kopin et al., 1999). We first ascertained that
sexual differentiation of brain regions in which these genes are
dimorphically expressed is unaffected, at least as revealed by
normal ERa expression in the mutant strains (Figure S6). We
next examined thesemutants for deficits in a range of sex-typical
behaviors (Figure 5A).

Male mating is elicited with an estrus female, and it consists
of chemoinvestigation (sniffing), ultrasonic vocalization (USV),

mounting, and intromission (penetration), which can culminate
in ejaculation. By contrast, an intruder male is sniffed and
attacked by a resident male (Miczek et al., 2001). Male residents
alsomark territory withmany urine spots (Desjardins et al., 1973).
Cckar and Irs4 mutant males were similar to WT siblings in
these male-typical displays (Figures S4A–S4T), whereas Brs3
(Table S2) and Sytl4 mutants exhibited behavioral deficits.
Sytl4!/Y mice showed specific changes in some but not all

mating parameters (Figures 5B–5G). They sniffed females less
but intromitted in more assays, differences that were also
confirmed with additional statistical analyses (p < 0.01; data
not shown). Although the females allowed intromission, males
only ejaculated in a subset of assays as expected (Figures 5D
and 5H). WT males who ejaculate show a reduced latency
to intromit and intromit faster after the first sniff (Figures 5I
and 5J). These differences are significant and an indicator of
subsequent ejaculation. Although Sytl4-/Y and WT males ejacu-
lated equivalently, loss of Sytl4 function decorrelated mating
pattern from ejaculation (Figures 5D, 5I, and 5J). Sytl4-/Y mice
mated in a manner similar to ejaculatory WT males regardless
of ejaculation.
Sytl4 mutants do not have pervasive deficits. They attack

males and mark urine like WT males (Figures S4U–S4Z). We
also found no deficits in movement, general activity, and social
interactions such as grooming (data not shown). Sytl4!/Y mice
emit USV to females but not males, indicating that they discrim-
inate between the sexes (Figure 5C). Although Sytl4 regulates
insulin release in vitro, Sytl4 mutants have normal insulin titer
and a mild decrease in blood glucose (Wang et al., 1999; Gomi
et al., 2005). There are also no overt changes in testosterone
that could alter mating. The mean and the distribution of serum

Figure 4. Sexual Dimorphism in Gene Expression and Its Control by Adult Sex Hormones
Heat map of log10-transformed fold differences in mRNA expression.

(A) Individual genes are upregulated inR 1 brain region in one sex or in distinct regions in both sexes. A brain region can show upregulated expression of distinct

genes in both sexes. Red, male-upregulated; green, female-upregulated.

(B) Most male-upregulated genes are downregulated after castration. Red, male-upregulated; yellow, no change; green, castrate male-upregulated.

(C) Most genes show similar expression in intact and castrate females. Red, female-upregulated; yellow, no change; green, castrate female-upregulated.

Heat map scale spans from red to green. Black, not sexually dimorphic or not expressed. p < 0.05 for all changes shown in green or red; p > 0.05 for yellow cells.

See also Figure S2 and Figure S3.
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Complex Patterns of Sexually Dimorphic Gene
Expression
Wefind dimorphic gene expression in the hypothalamus, the bed
nucleus of the stria terminalis (BNST), and MeA (Figure 2, Fig-
ure 3, Figure 4, and Figure S1). The BNST was included in our
tissue dissection for gene profiling since it is intermingled with
hypothalamic areas, expresses sex hormone receptors, and
regulates dimorphic behaviors (Emery and Sachs, 1976; Simerly
et al., 1990; Gammie and Nelson, 2001). By contrast, the MeA
was not included in our dissection and it is surprising that
many of these genes are dimorphic in the MeA. The MeA
receives pheromonal input essential for social behaviors and it
provides afferents to the BNST and most hypothalamic centers
with dimorphic gene expression (Figure 4A) (Canteras et al.,
1995; Dulac and Wagner, 2006). Thus, sex differences within
the MeA could influence pheromonal information relayed to the
BNST and hypothalamus. The sex differences in gene expres-
sion within these regions are restricted to specific neuronal pools
that are thought to control dimorphic behaviors (Cooke et al.,
1998; Simerly, 2002; Blaustein, 2008). These include the
BNSTmpm (posteromedial area of the medial BNST), BNSTmpl
(posterolateral area of the medial BNST), MeApv (posteroventral
MeA), MeApd (posterodorsal MeA), and the POA (preoptic area),
VMHvl (ventrolateral area of the ventromedial nucleus), PMV
(ventral premamillary nucleus), and periV (rostral periventricular

region) in the hypothalamus (Figure 2, Figure 3, Figure 4, and
Figure S1).
Of these 16 genes, ten are male-upregulated, two are female-

upregulated, and four exhibit a compound dimorphism such that
each is upregulated in the female VMHvl and in R 1 male brain
region (Figure 2, Figure 3, Figure 4, and Figure S1). All 16 tran-
scripts were also expressed in a nondimorphic pattern in other
discrete brain regions (Figure S2B). Microarray studies cannot
reveal such complexity in expression patterns, validating the
utility of ISH. A microarray study previously identified Sytl4 as
being male-upregulated in the brain (Yang et al., 2006), although
its dimorphic expression was not confirmed or localized histo-
logically. We find Sytl4 to be upregulated in the male BNSTmpm
(Figures 1B–1C00 0 and Figures 2A and 2B). Male-upregulated
POA expression of Gabrg1 has been described in the rat (Nett
et al., 1999), and our data extend these findings to the mouse.
Some but not other studies have reported sexually dimorphic
ERa expression in rodents (Lauber et al., 1991; Simerly et al.,
1990; Shughrue et al., 1992; Koch and Ehret, 1989). Our results
show unequivocal sex differences in ERa expression (Figure 4A,
Figures S1S0–S1L00, and Figure S2A).
These 16 genes are not expressed in white matter, and they

label cells that appear to bear a neuronal morphology. We find
genes that are upregulated in the female BNSTmpm and MeApd
and in the male BNSTmpl even though these regions contain

Figure 2. Sexually Dimorphic Expression of Sytl4 and Brs3
Sytl4 (A–D) and Brs3 (E–L) mRNA expression in coronal sections. Brains from male and female were processed in parallel whereas those from castrate male or

female were processed in separate studies and are shown here (and Figure 3) for comparison purposes.

(A–D) More Sytl4 mRNA in the male BNSTmpm.

(E–L) Less Brs3 mRNA in the male BNSTmpm and MeApd.

(M and N) Boxed areas in Nissl stained sections outline the BNST (M) and MeA (N) regions shown in (A–H) and (I–L), respectively. The scale bar (A–L) represents

100 mm.
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Figure 3: Major cell classes and their spatial organizations in the preoptic region as revealed by 
MERFISH. (A) (Left) Schematic of the MERFISH measurement. Combinatorial smFISH imaging was used 
to identify 135 genes, followed by sequential rounds of two-color FISH to identify 20 additional genes. 
Total polyadenylated mRNA and nuclei co-stains then allowed cell boundary segmentation. (Top right): 
Pseudo-colored dots marking localizations of individual molecules of eight example RNA species, each 
marking a distinct major cell class, in a 10-µm-thick, 1.8-mm × 1.8-mm slice. (Bottom right): 
Magnification of the white boxed region (left) and the total mRNA image and the segmented cell 
boundaries of the same region (right). The raw and decoded MERFISH images of the same field of view is 
shown in fig. S9. (B) Z-score of expression of all genes measured with MERFISH for ~500,000 cells 
imaged in multiple naïve animals. Expression for each gene is normalized to the 95% quantile for that 
gene across all cells. Cells are grouped by major classes, and markers of each major cell class are listed 
on the right. OD: oligodendrocytes. (C) tSNE plot of these cells. (D) Pairwise Pearson correlation 
coefficients between the average expression profiles (in z-scores) of individual cell classes identified by 
MERFISH and by scRNA-seq. (E) Spatial distribution of all major cell classes across sections at different 
anterior – posterior positions from a single female mouse. Cells are marked with cell segmentation 
boundaries and colored by cell classes as indicated. Six of the twelve 1.8-mm X 1.8-mm imaged slices are 
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Figure 8: Neuronal clusters activated during specific social behaviors revealed by MERFISH. (A) 

Enrichment in cFos-positive cells within each neuronal cluster observed in males or females after 

displaying a given social behavior. Red bars marked with asterisks are clusters with statistically 

significant enrichment in cFos-positive cells (binomial test; false-discovery rate < 5%). Error bars 

represent standard error of the mean (N = 3 – 5 replicates). Only clusters in which at least 10 cells are 

present in two or more replicates are depicted. (B) Expression distributions of selected marker genes 

(Moffitt, Bambah-Mukku et al. Science 2018)

>1 million cells profiled in spatially preserved fashion

Revealing cell types of social behavior circuits by 
MERFISH (Multiplexed error-robust FISH) 



substantially more precise and sparse wiring diagram relevant
to parental control.

Another question to consider is whether MPOAGal neurons
constitute the only MPOA subpopulation involved in the
control of parenting. Using c-fos as a readout of neuronal
activation, Wu et al. showed that MPOAGal neurons constitute
about 40% of the MPOA neurons activated during parent-
ing [30]. Also, ablation of these neurons significantly impairs
all displays of parenting, including crouching, pup retrieving,
nest building, and overall maternal interactions [30]. How-
ever, under the experimental conditions used in this study,
optogenetic activation of MPOAGal neurons inhibits infant-
mediated aggression, but only elicits some parental behaviors
(e.g. pup grooming), at the expense of others, such as
crouching or nest building [30]. It is possible that different
neuronal stimulation regimens or experimental conditions
could lead to a wider range of parenting displays. Alterna-
tively, additional yet to be defined neuronal subsets might
contribute to the control of parenting.

Interestingly, the number of MPOAGal neurons is not
sexually dimorphic and their function in parenting appears to
be similar in both males and females [30]. In contrast, other
components of the circuit appear to be sex-specific: Scott et al.
recently found that tyrosine hydroxylase (TH)-expressing
neurons in the anteroventral periventricular nucleus (AVPe)
show a sexually dimorphic expression pattern and affect
parenting only in females [31]. It will therefore be essential to

investigate the interplay between sex-specific and shared
elements of the parenting circuit.

Thus, parenting engages cortical areas that process and
integrate sensory stimuli including olfactory, tactile, and
auditory pup signals. These areas in turn send information to
behavioral control centers in the midbrain, which then
orchestrate motor actions via their brainstem projections.

How do hormone changes affect the function of
maternal circuits?

The expression of maternal behavior is highly dependent on
the female’s physiological state, such that mothers are
significantly more maternal than virgin females, and stressed
females are less maternal. Accordingly, a large number of
hormones and neuromodulators have been shown to affect
the expression of parenting and the function of the underlying
neuronal populations. The neuromodulation of parenting has
been almost exclusively investigated in females, and is
considerably less well understood in males (see the Section
“The paternal brain is still poorly understood”). Importantly,
these effects have been studied in a wide range of species
(rats, mice, gerbils, hamsters, marmosets, etc.), which creates
great potential for comparative studies, but has complicated
the identification of common regulatory mechanisms. Funda-
mentally, the appearance of distinct parenting modes might
either result from divergent circuit architectures, or from the
function of largely identical core circuits that are modulated in
a species-specific manner.

In mothers, the peripartum period is associated with
striking fluctuations in steroid hormone levels (Fig. 3), which
profoundly affect the expression of maternal behavior. During
pregnancy, levels of progesterone and estrogen slowly rise. As
progesterone levels peak and then rapidly drop, uterine
contractions are triggered by pulsatile release of oxytocin
(OXT). Concomitant with parturition, prolactin (PRL) levels
rapidly increase to support milk production and OXT
stimulates milk ejection in response to the infant’s suckling
(Fig. 3). These hormonal changes may coordinate parturition
and lactation with the onset of parenting, thus preparing the
mother’s body and brain for maternal care. Indeed, early
studies found that steroid hormone treatment protocols
mimicking pregnancy can induce maternal behavior in
ovariectomized rats which normally avoid pups [32]. Further
work suggests that hormonal stimulation of the MPOA
activates onset of maternal behavior [33]. Even in virgin
femalemice, which are spontaneously maternal, the quality of
parental care increases further after mating. This is presum-
ably due to hormonal changes similar to those described in
rats. Prolactin and estrogen receptors, as well as many
neuropeptide hormones, are expressed in the MPOA and other
parts of the core parental circuit. However, neuropeptide
release can be paracrine, i.e. outside of synaptic contacts, and
thus affect neural processing at a considerable distance.
Therefore, the localization of neuropeptide receptors is more
relevant for understanding modulatory influences on circuit
function. Unfortunately, however, the expression profiles of
these receptors are still poorly characterized (see section

Figure 2. Circuit diagram for regulation of parental behavior. Parallel
pro-parental and pro-infanticidal circuits integrate sensory stimuli
and – depending on the animal’s internal state – instruct parental
behavior or infant-directed aggression. AOB, accessory olfactory
bulb; AVPe, anteroventral periventricular nucleus; BNST, bed nu-
cleus of the stria terminalis; lHb, lateral habenula; MeA, medial
amygdala; MOE, main olfactory epithelium; MPOA, medial preoptic
area; NAc, nucleus accumbens; PAG, periaqueductal grey; PVN,
paraventricular nucleus of the hypothalamus; RRF, retrorubral field;
VMH, ventromedial hypothalamus; VNO, vomeronasal organ; VTA,
ventral tegmental area.
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Challenges

- Expanded classes of cell types: 
consider activity dependence


- Where should we settle for a meaningful 
molecular definition of cell types?

RESOURCENATURE NEUROSCIENCE

ence-dependent gene expression among the diverse cell types iden-
tified here are likely to be essential for proper brain function.

Results
inDrops sequencing to study neuronal activity. We used an  
in vivo visual  stimulus paradigm to study experience-dependent 
gene expression in the primary visual cortex13,16,17. Mice between 6 
and 7 weeks of age were housed in complete darkness for 1 week 
and then exposed to light for 0 h (control), 1 h, or 4 h (Fig. 1a and 

Methods). We used fluorescence in situ hybridization (FISH) to 
confirm the ability of the light stimulus to induce ERG expres-
sion (Fig. 1b). Quantitative reverse-transcription PCR (qRT–PCR) 
revealed that light induction of ERGs was specific to the visual cor-
tex and did not occur in the somatosensory, motor, or auditory cor-
texes (Supplementary Fig. 1).

Immediately after light stimulation, the visual cortices were 
dissected and dissociated into single-cell suspensions (Fig. 1a and 
Methods). In contrast to the stimulus-dependent induction of Fos 
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Fig. 1 | Workflow and identification of cell types. a, 6- to 7-week-old mice were housed in the dark for 7 d and exposed to light for 0!h (control), 1!h, or 
4!h. V1 was dissociated into single cells and subjected to inDrops sequencing. b, FISH of the IEGs Fos and Npas4 from mice exposed to light for 0!h or 1!h 
(left). Nuclei are pseudocolored according to the expression of Fos (magenta) or Npas4 (green) by FISH (Methods). Pia denotes the cortical surface. Scale 
bars, 100 μ m. Graph shows quantification of FISH signals across time points, with means and 95% confidence intervals denoted by gray lines. A random 
subset (10%) of the raw data was selected for visualization. For both Fos and Npas4, n!= !2,667 cells for 0!h or 2,683 cells for 1!h. ***P!< !10−200, Mann–
Whitney U test, two-sided. Experiments were repeated on two cortical slices per time point. c, qRT–PCR for Fos normalized to Gapdh, comparing standard 
and optimized cell-dissociation protocols designed to limit IEG induction during dissociation. Horizontal lines, means. ***P!= !2.7!× !10−4 (standard versus 
optimized 0!h) or 3!× !10−5 (optimized 0!h versus 1!h); NS, P!= !0.39 (standard 0!h versus 1!h); n!= !4 mice, unpaired t test, two-sided. d, RNA-seq analysis of 
cocktail-treated and control cells collected from n!= !4 mice per condition. 114 genes that were significantly differentially expressed (DE) are denoted in 
blue (FDR!< !0.01, |fold change|!> !2, limma). 45 of these genes (orange) were also differentially expressed between cocktail-treated light-stimulated and 
light-unstimulated samples (Supplementary Fig. 2). Axis units are log10 [(trimmed mean of M values (TMM)-normalized counts per million)!+ !0.1]. e, t-SNE 
plot of 47,209 cells from the V1 in 23 mice. Colors denote main cell types. f, Dendrogram and violin plots showing the distribution of expression of selected 
marker genes across all 30 analyzed cell types hierarchically clustered on the basis of variable gene expression. Subtypes are described in Methods.
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the technology and sequencing depth. smFISH
detects nearly 100% of all mRNA molecules,
although for a limited set of targeted genes. In
situ barcode sequencing and microarray-based
sequencing can capture ~5% of mRNAs. FISSEQ
in principle allows a totally unbiased analysis of
all cellular transcripts at subcellular resolution
but currently has sensitivity as low as 0.01%.
Multiplexing is currently constrained by the

limited optical and physical space inside cells.
When combinatorial barcodes are used, RNA
molecules from multiple genes are imaged simulta-
neously and thus compete for optical space. When
the level of multiplexing increases, molecules start
to overlap, and barcodes become difficult to read.
However, the physical volume of each cell can be
increased with expansion microscopy so that RNA
molecules that would belong to the same diffraction-
limited spot are pulled apart (35, 45). Expansion
microscopy is compatible with multiple rounds of
smFISH, and because highly multiplexed meth-
ods exist for embedded RNA, we expect that both
methods will be unified to study a large number
of transcripts (34). However, expansion micros-
copy also increases the total volume to be imaged
and thus reduces imaging throughput.

Technical and computational challenges

The goal of identifying molecularly defined cell
types in situ places specific demands on the degree

of multiplexing required, the necessary accuracy
and sensitivity of measurements, and the scal-
ability of the method for large tissue sections or
high-throughput analysis. In the context of the
correspondence problem, the goal is to reliably
identify the types of cells in situ and align those
cells with measurements of other modalities
(Fig. 2). This will require advances in tissue pre-
paration, optimizedmethods for probe selection,
computational tools, and imaging scale.

Tissue preparation

Morphology, electrophysiology, and connectivity
are usually studied in thick tissue blocks in vitro,
whereas studying behavioral responses requires
in vivo analysis.Weneed to reliably correlate such
measurements with post hoc spatial transcrip-
tomic analysis on the same tissues. One strategy
is to image these thicker tissue blocks to record
theposition (andpotentiallymorphology) of every
recorded cell and then resection them to thin
sections. Staining the resectioned tissue could
determine transcriptomic identities of recorded
neurons by means of multiplexed in situ profil-
ing followed by alignment of the stained tissue
sections with the original recorded volume. This
alignment problem has already been solved for
aligning electronmicroscopy reconstructions after
resectioning following in vivo calcium imaging
studies (46, 47). A related challenge is the com-

bination of smFISH with antibody labeling in
order to delineate cell membranes for cell seg-
mentation and accurate assignment of signal to
cells, as well as to identify genetic labeling in the
cells of interest.
Alternatively, thick slices can be cleared and

imaged either with confocal imaging or light sheet
microscopy. Unamplified in situ transcriptomic
methods are then unsuitable because the faint
signal can only be imaged with epifluorescent
microscopes, imposing a maximum imaging depth
of ~30 mm owing to the short working distance
of high-magnification objectives (38) and the
inability to reject out-of-focus signal. However,
single-molecule detection after amplification was
demonstrated up to 500 mm (35, 40). Multiple
rounds of labeling are possible (34), enabling
barcoding strategies, but require more time for
reagents to penetrate thick samples, which will
be especially challenging for enzymatic-based
methods such as in situ sequencing and FISSEQ.
Autofluorescence can render some parts of the

spectrumunusable. In particular, in human brain
the accumulation of strongly autofluorescent pig-
mented lipid granules called lipofuscin can block
fluorescent signal across a wide spectrum. Lipo-
fuscin tends to be unevenly distributed among
cell types and brain regions and can therefore
also cause misleading underrepresentation of
particular classes of cells. Lipofuscin is difficult
to remove physically, but its fluorescence can be
partially quenched (for example, using Sudan
Black dye); however, it remains an issue espe-
cially for unamplified smFISH, in which the true
fluorescent signal is weak.

Optimal gene selection for
combinatorial analysis

The first applications of single-cell RNA-seq to
survey transcriptomic cell types in mouse brain
help bound the problem of cellular diversity. For
example, 49 and 47 cell types were identified in
the mouse visual and somatosensory cortex (8, 9),
25 types were identified in the human developing
ventralmidbrain (12), 62 and 45were identified in
themouse hypothalamus (48, 49), 16 neuron types
were identified in the human cortex (14), and 39
types were identified in the mouse retina (11).
Deeper sampling andmethodological improve-
mentswill undoubtedly increase diversity but are
unlikely to do so by orders of magnitude. Extrap-
olating from these observations, it seems likely
that the adult mammalian brain contains up to a
few thousand molecularly distinct cell types, al-
though there are certain to be additional variables
such as spatial gradients and cell state–dependent
signatures.Furthermore,duringbraindevelopment,
cellular differentiation unfolds through dynamic
intermediate states with complexity that prob-
ably rivals the adult. To distinguish among these
types and states in situ by using a limited number
of genes requires careful probe selection based
on high-quality reference data sets (atlases) of
brain region– and developmental stage–matched
single-cell RNA-seq data [a recent discussion
betweenCai andCembrowski highlights this point
(24, 50)]. Cell types can usually not be defined by a

Lein et al., Science 358, 64–69 (2017) 6 October 2017 3 of 6

Fig. 2. Multiplexed RNA smFISH applications to study correspondence of cellular phenotypes
to transcriptomic cell types. Post-hoc analysis by using spatial transcriptomics after in vitro or
in vivo assays allows identification of morphological, physiological, connectional, and functional
properties of transcriptomic cell types.
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Future prospect - multi-level definition of cell types



Inter-individual variability of social behaviors

which a male’s home range is visited by neigh-
boring males. This pattern is consistent with data
suggesting that pair-bonded EPF males are more
likely to be cuckolded (14). Increasing the extra-
pair female encounter rate seems to come at
the expense of intra-pair mate-guarding.
Among prairie voles, we find that neuropeptide

receptors show profound variation in nodes of a

spatial memory circuit including the hippocampus,
laterodorsal thalamus (LDThal), and retrosplenial
cortex (RSC; Fig. 1H). Remarkably, variation in
each of these regions predicts aspects of space
use and paternity in the field (13, 19). The re-
lationship between spatial memory and sexual
fidelity is not clear, but males with low V1aR in
RSC or LDThal have been hypothesized to have

a poor memory for locations of aggressive inter-
actions, a cognitive strategy that could promote
territorial intrusion and extra-pair encounters (14).
In contrast, a male with abundant V1aR may
better monopolize a mate but might encounter
fewer extra-pair females. To look for evidence of
fitness trade-offs that could promote forebrain
diversity, we examined the relationship between
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Fig. 2. SNPs in regulatory regions of the avpr1a
locus predict RSC-V1aR. (A) DNAse I hypersen-
sitivity in Mus brain and mammalian conservation
(22). (B) Structure of prairie vole avpr1a locus
(exons, blue; microsatellites, white). (C) Associa-
tion of avpr1a SNPs with RSC-V1aR abundance.
Each bar is a SNP; the x axis depicts position
along the avpr1a locus; the y axis depicts strength
of association [–log10(P)].The lower horizontal gray
line shows uncorrected a = 0.05; the upper hori-
zontal gray line shows corrected a = 0.00054.
(D) Fold enrichment by H3K4me1 ChIP-seq com-
pared to input chromatin. Horizontal bars mark
peaks corresponding to putative enhancers.
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Fig. 1. Male sexual fidelity predicted by patterns
of space use, social interaction, and V1aR.
(A and B) Intensity of male space use. The x and y
axes are enclosure dimensions (20 m × 30 m);
the height and color of the peaks indicate prob-
ability densities. A focal male is indicated as a
solid peak; nonfocal males are indicated as blue-
contoured peaks. Single males are not shown.
Arrows indicate the regions of likely intrusion by
the focal male. (C to F) EPF and IPF males differ
in space use. (G) Rates of intrusion and of male
visitation are correlated. (H) Regions of a spatial-
memory circuit (31) vary in receptors for vasopressin
(red) or oxytocin (blue) (13, 19). Abbreviations
are as follows: ERC, entorhinal cortex; Hipp, hip-
pocampus; AThal, anterior thalamus. (I to K)
Autoradiograms for V1aR in the RSC. RSC-V1aR
abundance (in dissociations per minute per milli-
gram of tissue) predicts sexual fidelity and (L) in-
trusion rate. All bars show mean ± SE. *P ≤ 0.05,
**P ≤ 0.01, ***P ≤ 0.001.
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Prairie voles are monogamous, but there are cheaters…

(Phelps et al. Science 2015)

Analysis of regulatory 
region of the genome 

is important!



Summary

- Bottom up approach from molecular front is helpful but 
has to be done in a meaningful context. Top-down and 
bottom-up approaches need to be used in combination.


- Immense cellular diversity in the brain

- Unique set of markers

- The ways in which cells respond to action potential


- Currently, there isn’t a lot of functional studies linking cell 
diversity and behavior



Module 3: Social and Affective behaviors 
 
Learning goal: 
 
1)  Why is it important to study natural behavior of 

animals to understand the brain? 

2)  What are the constraints of innate behaviors? 

3)  How are innate behaviors implemented, at 
behavioral, circuit and molecular/genetic levels? 

 


